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ABSTRACT

The aim of the project is to analyse, develop prediction models and define clusters of the data
from "New York City Airbnb Open Data” Kaggle competition.
One part of the study is focused on the development of predictive models to forecast house
prices using these Supervised Learning technics:

+ Linear Regression

e Decision Tree

o Random Forest

« Ranger Random Forest

o Neural Networks
For each of these, a comparison between the Mean Square Error of all methods has been made
to highlight which have the best performance. Also, for training all models, multiple subsets

of the dataset has been applied: filter by neighbourhood group and filter by neighbourhood

group and room type. In this way, is possible to give an overview of the result for each case.

The second part is focused on the cluster and data reduction technics using these Unsuper-
vised Learning technics:

« K-means Algorithm and Clustering for mixed-type data

« Hierarchical clustering

o Principal Component Analysis for mixed-type data



PROBLEM DEFINITION AND ALGORITHM

Two MAIN GOALS

PRWE DEVELOP PREDICTIVE MODELS FOR PRICE

The first objective is the forecast of the prices. This could be useful for a lot of scenarios. For
example, from a Airbnb customer point of view, he/she would like to get the list of houses
more in line with his/her preference choice, or for a host point of view, where given the posi-
tion and other information he/she could get a suggestion of the per day price of his property
in New York City.

DEFINE CLUSTERS AND GROUPS

The second objective is the definition of group between the houses with different characteris-
tics. For a user point of view could be useful to have information about available houses sim-
ilar to those booked in the past. This could be also useful after the booking for a suggestion
analysis having the information about last booked houses in New York or houses in similar
cities around the world. Another important analysis, could be determine which are the most

important features that describe better the data.



ALGORITHMS

PAY [LINEAR REGRESSION
Linear regression is a linear approach to modelling the relationship between a dependent vari-
able and one or more independent variables.

) DECISON TREES
In decision analysis, a decision tree can be used to represent decisions visually and explicitly
and decision making,.

VRN RANDOM FOREST
Random forests are an ensemble learning method for classification, regression, and other tasks
that operate by constructing a multitude of decision trees.

RS RANGER RANDOM FOREST
Ranger is a fast implementation of random forests or recursive partitioning, particularly suited
for high dimensional data.

PRY NEURAL NETWORKS
Neural networks are a set of algorithms, modelled loosely after the human brain, that are de-
signed to recognize patterns.

VN K-MEANS

K-means is a method of vector quantization, originally from signal processing, that aims to
partition n observations into k clusters in which each observation belongs to the cluster with

the nearest mean.

PRINCIPAL COMPONENT ANALYSIS

PCA produces a low-dimensional representation of a dataset. It finds a sequence of linear
combinations of the variables that have maximal variance, and are mutually uncorrelated.
Apart from producing derived variables for use in supervised learning problems, PCA also

serves as a tool for data visualization.



EXPERIMENTAL EVALUATION

METHODOLOGY

BN DATA INSPECTION

The dataset is part of a Kaggle competition, called the New York City Airbnb Open Data. It
contains 48.000 rows per 16 columns. The dataset is structured with these columns:

. id

« name: name of the listing

« host id

« host name

« neighbourhood group: location

« neighbourhood: area

« latitude: coordinates

« longitude: coordinates

« room_type: space type

« price: in dollars

« minimum_nights: amount of nights minimum

« number of reviews: number of reviews

o last_review: latest review

« reviews_per month: number of reviews per month

« calculated host listings count: amount of listing per host

« availability 365: number of days when listing is available for booking



Ithasbeenselected only S of these variables: price, latitude, longitude, neighbourhood group
and room_type. It is reasonable to select them to predict the prices and to obtain different
clusters. The position and the neighbourhood are important since if a property is positioned
near the city centre will have a higher price with respect to those situated in the outskirts; also

the type of room, since an entire apartment will cost more than a single room.

From the Figure 1 is possible to see the distribution of the price. The minimum price is 0
and the maximum is 10000$. Price has been filtered with a value greater than 15$ since it is
not possible to rent a house for free. Moreover, a luxury house cost a lot per day, but these
values cannot be consider in the model, instead they are outliers and for this reason it is con-
venient to filter the price again and take those that have a value lower than 500$. The reason is
that the third quantile has a price distribution of 175% which is a far from 10000$ (Figure 3).
It has also been checked the null and missing value in the dataset and has not been found apart
from the reviews_per month column. It is not a problem, since this last feature has been not

taken in account to train the models.

price
M1 . : 0.0
1st Qu.: 29,0
Median : 106.0
Mean > 52,7
jrd Qu.: 175.0
Max. :10000.0

Figure 1: Price summary

From Figure 2, it is possible to see the distribution of all houses in New York City and the
price. This picture is not informative since it can be noticed that the prices for the most part
are in the range 0-5009 and only a low number of instances have a price greater than 5008$.

Deleting the outliers, the Figure 3 is more informative than the one before.

10



price

742 741 740 -739 -738 737 742 741 740 -73.9 -738 -737
longitude longitude

Figure 2: Distribution of all houses in NY  Figure 3: Distribution of all houses in NY of
colored by prices price between 153 and 500$ per day

SRWE DATA CLEANING AND PRE-PROCESSING

The dataset has approximately 48.000 rows for each column and due to the large amount of
data, an important part of the work is related to the pre-processing. Some variable has been
rescaled to let the models to learn faster and better and to perform a better prediction. Lati-
tude and longitude have not been rescaled for forecast price model, while have being rescaled
in cluster analysis for a consistent distance calculation. Categorical variables have also been
rescaled assigning a numerical value to each category, resulting as unordered factors.

The selected categorical variables are: neighbourhood group and room type.

The selected numerical variables are: latitude, longitude and price.

Considering that every neighbourhood group and room type could impact the prices in dif-
ferent way for each singular case, different subsets (Figure 4) of the original dataset have been
define and to then try different methods of forecast. This is because a customer should choose
which of the different neighbourhood and room type is interested in and not only been gen-
eralised to the all New York city houses. Models have been built for different scenarios : users
interested in all New York City houses and all type of room, users interested only in a single
neighbourhood and users interested in a single neighbourhood and a single room type.

Including all different scenarios could be computationally expensive for large dataset, but in

this case the training proceeded without any problem. 1 Computational problem may emerge

"The models have been trained on a machine with quad-core 3.5 GHz processor, 8 Gb RAM and 4 Gb ded-
icated GPU.

11



for the case of hyper parametrisation tuning, even using multiprocessing and multithreading
technics. For semplicity, in this project no model tuning has been made.

Also, for clustering have been filter every scenario, but not for the case of Hierarchical Clus-
tering because otherwise it would generate a unreadable dendrogram. For this reason, it has

been calculated the mean of all neighbourhood and room type price case.

s ark
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&

Figure 4: Approximated distribution map of all houses in Manhattan
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REsuULTS

The study results are for the different groups that depend on the different subset of the dataset:
entire dataset, filtering by neighbourhood and filtering by neighbourhood and room type.

SWAN [ INEAR REGRESSION RESULTS

Linear Regression on the entire dataset

The results on the entire dataset are acceptable. All variables are significant for the model and
the R? value is 40% (Figure S). The Mean Square Error (Figure 37) has a value of 0.6 which
is acceptable. All the neighbourhood groups have a positive effect on the price apart for the
4" one. This could be because Staten Island does not have expensive houses compared to the
other groups.

Latitude and longitude have a slight negative effect on the price. Entire apartment has a slight
positive effect while the shared house is negative. This could be because entire house will cost

more than a shared room, so the price will be greater for this type of room.

[] " all

call:

Im(formula = price ~ ., data = trains[[subl])
Residuals:

Min 1q wmedian 3q Max
-2.1739 -0.4434 -0.1419 0.2269 4.9515

coefficients:
Estimate std. Error t value Pr{=|t|)
(Intercept) -1.916e+02 1.420e+01 -13.487 < 2e-16 =¥

neighbourhood_groupz 5.023e-01 1.618e-02 31.041 < 2e-16 *#*
neighbourhood_group3 2.216e-01 1.978e-02 11.202 < 2e-16 %%
neighbourhood_groupd -9.535e-01 5.882e-02 -16.211 < 2e-16
neighbourhood_groups 2.687e-01 3.914e-02 6.865 6.8le-12
latitude -1.726e+00 1.393e-01 -12.385 < 2e-16
longitude -3.532e+400 1.595e-01 -22.145 < 2e-16 *=*
room_type2 9.9%96e-01 9.622e-03 103.887 <« 2e-16 ##%
room_type3 -2.379e-01 3.068e-02 -7.754 9.18e-15 #***
Signif. codes: O '*¥%' 0.001 ‘%%’ 0.01 ‘¥ 0.05 *." 0.1 * * 1

rResidual standard error: 0.784 on 28680 degrees of freedom
Multiple R-squared: 0.3914, Adjusted R-squared: 0.3912
F-statistic: 2306 on 8 and 28680 DF, p-value: < 2.Z2e-16

Figure S: Linear Regression output for the entire dataset
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Linear Regression for specific neighbourhood group

Models give different results for the specific neighbourhood group (Figure 6 *). For the first
three (Brooklyn, Manhattan and Queens) R* are approximately over 30%. For the MSE, the
values have different ranges based on the distribution of prices in the singular neighbourhood.
To be noticed, is the fact that MSE of Brooklyn is significantly lower with respect to Manhat-
tan. They have a similar number of houses and have almost the same price distribution. The
only difference between the two is the fact that Manhattan has more entire apartment type of
room.

All variables have a significant effect on the price apart for the latitude in Manhattan and lon-
gitude for Queens with a 0.1 confidence interval.

For the last two groups (Staten Island and Bronx) all variables do not have any significance in

the response variable apart for the Entire Apartment dummy that has a positive effect.

1] "== =" SR
call: call:
In(formula = price ~ ., data = trains[[sub]l]) Im(formula = price ~ ., data = trains[[sub]])
Residuals: .

7 ) Residuals:

min 1qQ Median 3Q Max ) )
= =it Ao = Min 1Q Median 3Q Max
18259, 50:3302 =0.1229] H0514el; 03480 -2.3475 -0.5308 -0.1869 0.2803 4.7768
coefficients: . )

Estimate std. Error t value pr(>|t|) Coefficients: .
(Intercept) -555.16875  20.65023 -26.884 < 2e-16 *** Estimate std. Error t value Pr(>|t|)
Tatitude 5.14455  0.20932 24.577 (Intercept) -895.75437  58.11443 -15.414 < 2e-16 ***
Tongitude -4.66795  0.22881 -20.401 latitude -0.10719  0.35247 -0.304  0.761
room_type2 0.96345 0.01137 84.701 Tongitude -12.16468 0.61365 -19.823 < 2e-16 ***
room_type3  -0.17115  0.03990 -4.289 room_type2 1.02538  0.01494 68.621 < 2e-16 ***
-—- room_type3 -0.25643  0.04737 -5.413 6.29e-08 ***
signif. codes: 0 ‘***' 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.' 0.1 ‘ ' 1 -—
signif. codes: 0 ‘***' 0.001 ‘**’ 0.01 ‘*' 0.05 ‘.’ 0.1 * ' 1

Residual standard error: 0.6774 on 14889 degrees of freedom
multiple R-squared: 0.3801, Adjusted R-squared: 0.38

Residual standard error: 0.877 on 15653 degrees of freedom
F-statistic: 2283 on 4 and 14889 DF, p-value: < 2.2e-16

multiple R-squared: 0.3391, Adjusted R-squared: 0.339
F-statistic: 2008 on 4 and 15653 DF, p-value: < 2.2e-16

[1] "= 3 "
call: call:
Im(formula = price ~ ., data = trains[[sub]]) Ts(forulai= price ~ ., data.= trains[[sub]l)
Residuals: Residuals:
min 1Q Median 3qQ Max Min 1Q Median 3 Max

1.3833 -0.3036 -0.1202 0.1360 4.9322 -0.9120 -0.3348 -0.1459 0.2172 3.6564
coefficients: Coefficients:

Estimate std. Error t value Pr(>|t|) Estimate std. Error t value Pr(>|t|)
(Intercept) 3.74775  12.41542 0.302 0.7628 (Intercept) -30.688887 144.852858 -0.212  0.832
latitude  -0.77393  0.27981 -2.766  0.0057 ** latitude 0.734021 1.511517 0.486  0.628
longitude -0.36613  0.19934 -1.837  0.0663 . longitude  -0.001178 1.331628 -0.001  0.999
room_type2  0.81079  0.01957 41.426 < 2e-16 *** room_type2  0.739498 0.078599 9.408  <2e-16 ***
room_type3 -0.23506  0.05230 -4.494 7.17e-06 *** room_type3  0.159594 0.292213 0.546  0.585
signif. codes: 0 ‘***’ 0,001 ‘**' 0.01 **' 0.05 ‘.’ 0.1 * ' 1 signif. codes: 0 ****' 0.001 ‘**' 0.01 ‘*' 0.05 ‘.’ 0.1 * ' 1
Residual standard error: 0.6063 on 4219 degrees of freedom Residual standard error: 0.6387 on 269 degrees of freedom
Multiple R-squared: 0.3065,  Adjusted R-squared: 0.3058 Multiple R-squared: 0.2493,  Adjusted R-squared: 0.2382
F-statistic: 466.1 on 4 and 4219 DF, p-value: < 2.2e-16 F-statistic: 22.34 on 4 and 269 DF, p-value: 6.126e-16
[1] "==mmmmmm== § ——————
call:
Im(formula = price ~ ., data = trains[[sub]])
Residuals:

Min 1q wmedian 3Q Max
-0.9669 -0.2906 -0.1359 0.1124 4.9772

coefficients:

Estimate std. Error t value Pr(>|t|)
(Intercept) 62.09595 75.12511 0.827  0.409
latitude  -0.46076  0.89539 -0.515  0.607
longitude  0.59638  0.72879 0.818  0.413
room_type2  0.67380  0.04732 14.238 <2e-16 ***
room_type3 -0.15156  0.09529 -1.591  0.112

signif. codes: 0 ‘***' 0,001 ‘**' 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ' 1
Residual standard error: 0.6266 on 806 degrees of freedom

multiple R-squared: 0.2199, Adjusted R-squared: 0.216
F-statistic: 56.79 on 4 and 806 DF, p-value: < 2.2e-16

Figure 6: Linear Regression results for neighbourhood group filter

’In order 1 to S are: Brooklyn, Manhattan, Queens, Staten Island and Bronx
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Linear Regression for specific neighbourhood group and room type

Adding an additional filter for the room type, models give acceptable results in some cases
and not in others. (Figure 7 *) For the larger subset the model confirms the significance of
the variables, apart for latitude in Manhattan such as happened in the model using the whole
neighbourhood data. In Manhattan with Entire apartment model, instead, all variables have
a significant effect. For the remaining neighbourhood groups the variables do not result as
significant in the model. This could be because the subset obtained from this filtering are not
large ( they have less than 300 rows). Also, in all model the R? result to be lower than 10%
but this depends on the fact they have less information.

Also, in this model the MSE of Brooklyn is lower in all the type of room type than the Man-
hattan MSE.

*In order n1 to n$ are: Brooklyn, Manhattan, Queens, Staten Island and Bronx
and r1 to r3: Private room, Entire apartment and Shared room

15



[&8) —mm=== nl-rl
call:
In(formula = price ~ ., data = trains[[sub]])

lesmua'ls
edian 3Q Max
-0. 6}46 -0.2358 -0.0916 0.1118 5.1399
coefficients:
estimate std. Error t value pr(>|t|)

(Intercept) -360.5784  19.4062 -18.58 <2e-16 ***
latitude 2.7783  0.1990 13.96 <2e-16 ***
Tongitude -3.3383  0.2114 -15.79 <Ze-16 ***
signif. codes: 0 ‘*%*’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ° ' 1

Residual standard error: 0.422 on 6721 degrees of freedon
moTtiple R-squared: 0.04984,  adjusted k-squared:  0.04956
F-statistic: 176.3 on 2 and 6721 DF, p-value: < 2.2e

[&8] m—eme= n2-rl =
call:
Im(formula = price ~ ., data = trains[[sub]])
ueswduals.

1q wedian

3q
-1 2007 0.3768 03683 01208 4.727

coefficients:
Estimate std. Error t value Pr(>|t|)
(Intercept) -673.3536  81.3847 -8.274 <2e-16 ***
Tatitude -0.5113 0.4675 -1.094
Tongitude -9.3809 0.8670 -10.820

274
<2e-16 **
signif. codes: 0 ‘**%' 0.001 ‘**' 0.01 ‘*' 0.05 ‘.’ 0.1 ' ' 1

Residual standard error:
vultipl
F-statisti

0.6845 on 5252 degrees of freedom
quared: 0.1039,  Adjusted R-squared: 0.1036
304.5 on 2 and 5252 DF, p-value: < 2.2e-:

8]

In(formula = price ~ ., data = trains[[sub]1)

neswdua]s.
edian Max
L0.5255 -0.2303 00979 0.1133 4.6238

coefficients:

Estimate std. Error t value Pr(>|t|)
(Intercept) -18.6830  12.6014 -1.483  0.1383
Tatitude -0.2314 0.2962 -0.781 0.4346
longitude  -0.3707 0.1963 -1.888 0.0591 .

signif. codes: 0 ‘***' 0,001 ‘**' 0.01 ‘*' 0.05 ‘.’ 0.1 ‘' ' 1

Residual standard error: 0.4295 on 2239 degrees of freedom
Multiple R-squared: 0.001641, Adjusted R-squared: 0.0007496
F-statistic: 1.841 on 2 and 2239 DF, p-value: 0.159

[ L — v S G —

all:
n(formula = price ~ ., data = trains[[sub]])
estduals:

Q Median 3Q max
34759 -0.2744 -0.1064 0.1763 2.6581

sefficients:
Estimate std. Error t value Pr(>|t|)

Intercept) 88.5017 140.5864 0.630  0.530
atitu 712 1.5119 -1.238  0.218
ongitude 0.1791 1.3315  0.135  0.893

esidual standard error: 0.4417 on 122 degrees of freedom
ultiple R-squared: 0.01517, Adjusted R-squared: -0.000978
-statistic: 0.9394 on 2 and 122 DF, p-value: 0.3937

8] ns-r1

call:

n(formula = price ~ ., data = trains[[sub]])
Residuals:

Min 1Q  median 3Q Max
-0.46134 -0.21757 -0.08786 0.10675 2.68073
coefficients:

estimate std. Error t value Pr(>|t|)
(Intercept) 94.6199 61.1603 1.547 0.123
latitude -0.5680 0.7298 -0.778 0.437
Tongitude 0.9775 0.6102 1.602 0.110

Residual standard error: 0.3838 on 428 degrees of freedom
multiple R-squared: 0.006174, Adjusted R-squared: 0.00153
F-statistic: 1.329 on 2 and 428 OF, p-value: 0.2657

e8]

call:
Im(formula = price ~ ., data = trains[[sub]])

nesnhms.
vedian 3Q
16047 -0.5780 0.2051 0,268 4.0865

coefficients:
Estimate std. Error t value Pr(>|t|)

(Intercept) -779.6115  40.0559 -10.46 <2e-16 ***
Tatitude 7.9775 0.4123  19.35 <2e-16 ***
Tongitude -6.1574 0.4511 -13.65 <2e-16 ***
signif. codes: 0 ‘***' 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 * ' 1

Residual standard error: 0.8696 on 6238 degrees of freedom
Multiple R-squared: 0.07123, Adjusted R-squared: 0.07093
F-statistic: 239.2 on 2 and 6238 DF, p-value: < 2.2e-16

[1] “mmmmmmmmmm N2-r2 =mem
call:
Im(formula = price ~ ., data = trains[[sub]])
Residuals:

1q Median mMax
2.4464 -0.6834 0.2438 0.4323 3.8755

coefficients:
Estimate std. Error t value Pr(>|t|)

(Intercept) —SBS 5411 89.7697 -9.898 <2e 16 e

atit .9338 0.5683 -1.643

125366 0.9398 -13.339

Tongitude elis e

signif. codes: 0 ‘#%%' 0.001 ‘**' 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘' 1

Residual standard error: 0.9986 on 8343 degrees of freedom
vultiple R-squared: 0.07902, Adjusted R-squared: 0.0788
F-statistic: 357.9 on 2 and 8343 DF, p-value: < 2.2e-16

n3-r2

(1] "

call:

Im(formula = price ~ ., data = trains[[sub]])

ResVduﬂ

1q Median 3q ax
13953 -0.5444 ~0.2017 0.3158 4.1767

coefficients:
Estimate std.
(1ntercept) 31.86387
itude  -0.65874
0.06699

error ¢ value pr(>izh)
28.50462 1.118
0.61449 -1.072
0.48209 0.139

030
Tongitude 0.889
Residual standard error: 0.8305 on 1381 degrees of freedom
Multiple R-squared: 0.001545, Adjusted R-squared: 9.897e-05
F-statistic: 1.068 on 2 and 1381 DF, p-value: 0.3438

1] "mmmmmmmmm= 4-r2 ==sm==m==="
al:

n(formula = price ~ ., data = trains[[sub]])
esiduats:

edian ax
0. 9076 -0. 5490 -0.2720 0. 2208 3. 6;89

oefficients:
Estimate std. Error t value Pr(>|t|)

Intercept) 40 350 296.277 0.136  0.89:
atitu .2 2.991  0.403 0.687
ongitude 1,207 2.710  0.445  0.657

esidual standard error: 0.8287 on 110 degrees of freedom
ultiple R-squared: 0.009854, Adjusted R-squared: -0.00814¢
-statistic: 0.5474 on 2 and 110 OF,

p-value: 0.58

ns-r2

call:
Im(formula = price ~ ., data = trains[[subl])
nesmuﬂs
dian
-1 1534 -0.5191 -0.2658 0. 1793 a. 2156

coefficients:
Estimate std. Error t value Pr(>\t\)

(Intercept) -53.3410  175.2402 -0.304 .761
it 1.6975 2.1824  0.778  0.437
Tongitude 0.2177 1.6531 0.132  0.895

Residual standard error: 0.9039 on 248 degrees of freedom
Multiple R-squared: 0.003215, Adjusted R-squared: -0.004823
F-statistic: 0.4 on 2 and 248 DF, p-value: 0.6708

8] ni-r3

call:
In(formula = price ~ ., data = trains[[sub]])
uesmuﬂs

edian Q. max
_0.4445 -0.2588 ~0-1681 0.0239 39908
coefficients:

Estimate std. Error t value Pr(>|t|)

(Intercept) -319.9018 111.6378 -2.866 0.00443 **

latitude 2.9447 0.9328  3.157 0.00178 **
Tongitude -2.6943 1.2248 -2.200 0.02867 *
signif. codes: 0 ‘#%% 0.001 ‘**’ 0.01 ‘*’ 0.05 *.’ 0.1 * ' 1

Residual standard error: 0.52 on 271 degrees of freedom
WItiple R-squared: 0.03863, Adjusted R-squared: 0.03174
F-statisti 4 on 2 and 271 DF, p-value: 0.004(

= n2-r3

cal
Im(formula = price ~ ., data = trains[[sub]])

Res\du;‘sA
1q wedian Q Ha
-o. 762’ -0.3930 -0.2213 0.0386 4.6007

coefficients:
Estimate std. Error T value Pr(>|t|)

(Intercept) -1148.519  330.424 -3.476 0.000581 ***

Tatitud 4.1 2.025 2.054 0.040769 *

Tongitude  -13.226 3,517 -3.761 0.000202 ***

signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 *.’ 0.1 '’ 1

Residual standard error: 0.7717 on 314 degrees of freedon
Multiple R-squared: 0.05117, Adjusted R-square
Fistatistic: 8.467 on 3 and 314 OF, pevalue: o.0002623

513

1 n3-r3

In(formula = price ~ ., data = trains[[sub]])

Residuals:
min 1q vedian 3Q Max
-0.5401 -0.2595 -0.1545 0.0127 5.0126
coefficients:
Estimate std. Error t value pr(>|tl)

(Intercept) -101.808 90.766 -1.122  0.2641
Tatitude 4.512 2.232 2.022 0.0453 *
Tongitude 1122 1.312 0.855 0.3941

signif. codes: 0 ‘**%' 0,001 ‘**' 0.01 ‘*' 0.05 .’ 0.1 * ' 1

Residual standard error:
Multiple R-squared:
F-statistic:

0.6257 on 126 degrees of freedom
0.03195,  Adjusted R-squared: 0.01659
2.08 on 2 and 126 oF, p-value: 0.1293

nd-r3

al:
m(formula = price ~ ., data = trains[[subl])
residuals:
2 4 5 7 8
0.153761 -0.025443 -0.290715 0.569389 -0.397762 -0.009229

oefficients:

Estimate std. Error t value pr(>|t|)

Intercept) -2919.25  3307.89 -0.883  0.442
atitug 46.13 21.25 2.171  0.118
ongitude -14.11 37.85 -0.373  0.734

tesidual standard error: 0.444 on 3 degrees of freedonm

ltiple R-squared: 0.6387,  Adjusted R-squared: 0.3979
-statistic: 2.652 on 2 and 3 OF, p-value: 0.2172
ns-r3
all:
m(formula = price ~ ., data = trains[[sub]l])
.eswdua'ls.

median
o. 40836 -0. 15435 -0.05595 0. 06429 1. 04848

oefficients:
estimate std. Error t value pr(>m)

Intercept) 77.152  186.703 0.413  0.68;
atit 1.712 2.084  0.822 0.417
ongitude 2.004 1.707 1.174  0.248

tesidual standard error: 0.2919 on 36 degrees of freedom
witiple R-squared: 0.1093,  Adjusted R- squaredA 0.05986
-statistic: 2.21 on 2 and 36 OF, p-value: 0.1244

Figure 7: Linear Regression output filtering by neighbourhood group and room type
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S DECISON TREES RESULTS

Decison tree without filters

For the entire dataset, the MSE has a value of 0.605 (Figure 8). To be notice is the fact that the
neighbourhood groups variable have not been used in the construction of the tree. Moreover,
what really influence the price is the type of room since this decision makes the first split of

the tree brenches and get a positive (scaled) price or not (Figure 9).

Tree of: all
room_tpe: 1.3
[1] "========== all =—========"
Regression tree:
tree(formula = price ~ ., data = trains[[sub]])
Variables actually used in tree construction:
[1] "room_type" "longitude” "Tatitude”
Number of terminal nodes: 5
Residual mean deviance: 0.6053 = 17360 / 28680
Distribution of residuals:
Min. 1st Qu. Median Mean 3rd Qu. Max.
-2.2750 -0.4143 -0,1493 0.0000 0.2142 4,8720
[1] 0.6053303 longitude £ -73.9662 longitude §-73.9521

02830 “osero Iatitude < 40,6988

0.2472
0.3690 0.9616

Figure 8: Decision Tree results on the entire
dataset

Figure 9: Tree generated for the entire
dataset

Decision tree for specific neighbourhood group
For the specific neighbourhood group decision tree models output similar MSE results with
respect to the Linear Regression. Also, in this case, the latitude for Manhattan has not been

used in the model to predict the price (Figure 10).

[1] "========== 3 === ==
Regression tree:
tree(formula = price ~ ., data = trains[[sub]])
I . wumber of terminal nodes: 4
[1] "s========= 1 ========== Residual mean deviance: 0.3588 = 1514 / 4220
~ Distributien of residuals:
Regression tree: in. 1st qQu. Median Mean 3rd Qu. Ma.
tree(formula = price ~ ., data = trains[[sub]]) -1.4870 -0.3017 -0.1276 0.0000 0.1564 4.5280
Number of terminal nodes: 4 [1] 0.3659838
Residual mean deviance: 0.4618 = 6876 / 14890
1 on of residuals:
qu. Median Mean 3rd Qu. Max. [1] "===—====== § =========="
-1.9220 -0.3540 -0.1268 0.0000 0.1630 4.8710
[1] 0.4335665 Regression tree:
tree(formula = price ~ ., data = trains[[sub]])
Numper of terminal nodes: 11
[1] "====s====== 2 s=s==ss====" Residual mean deviance: 0.2805 = 73.77 / 263
Distribution of residuals:
Regression tree: Min. 1st Qu. Median Mean 3rd Qu. Max.
tree(formula = price ~ ., data = trains[[sub]]) -1.60400 -0.25800 -0.08494 0.00000 0.14370 2.82700
variables actually used in tree construction: [1] 0.5173908
[1] “room_type" “longitude”
Number of terminal nodes: 4
Residual mean deviance: 0.7757 = 12140 / 15650 [1] "ss=s======= § =s===s===="
Distrib of residuals:
Min. . Median Mean 3rd Qu. Mas. Regression tree:
-2.2950 -0.5138 -0.1934 0.0000 0.2072 4.7680 tree(formula = price ~ ., data = trains[[sub]]}
[1] 0.7964149 variables actually used in tree construction:

[1] "room_type"

Number of terminal nodes: 2

Residual mean deviance: 0.3482 = 281.7 / 809
on of residuals:

. Median Mean 3rd Qu. Max.
-1.0760 -0.2764 -0.1060 0.0000 0.1212 5.0080

Figure 10: Decision tree results for specific neighbourhood group
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Decison tree for specific neighbourhood group and room type

For neighbourhood group and room price Decision tree construction was not possible for all
the subsets. For example, for shared room for Bronx were not possible to plot the tree since
the model had only one node. MSE are similar to Linear Regression but for this type of subset
perform slighly worse. This could be due to the lack of information. (Figure 11). All variables

(latitude and longitude) have been used in each model.
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[1] ni-ri =
Regression tree:
tree(formula = price ~ ., data = trains[[subl])
Number of terminal nodes: 4
Residual mean deviance: 0.1783 = 1198 / €720
Distribution of residual
Min. 1st Qu. Median Mean 3rd Qu. Max.
-0.75440 -0.22280 -0.07515 0.00000 0.11800 4.34600
[1] 0.1691098

[21
Regression tree:
tree(formula = price ~ ., data = trains[[sub]])
Number of terminal nodes: 5
7 = 4583 / 6236

Residual mean deviance: 0O

Distribution of residuals:
Min. 1st Qu. Median Mean 3rd Qu.

-1.7400 -0.5756 -0.1893 0.0000 0.2752 4. 3100

[1] 0.7179003

[11

Regression tree:
tree(formula = price ~ ., data = trains[[sub]])
Number of terminal nodes
Residual mean deviance: 0.15?1 = 42,25 / 269
Distribution of residual
Min. 1st Qu. Median Mean 2rd Qu. Max.
-0.87700 -0.16430 -0.08477 0.00000 0.02883 4.06200
[1] 0.2043294

[1]

Regression tree:
tree(formula = price ~ ., data = trains[[subl])
Number of terminal nodes: &
Residual mean deviance: 0.3902 = 2048 / 5248
Distribution of residuals:

Min. 1st Qu. Median Mean 3rd Qu. Max.
-2.5970 -0.3301 -0.1267 0.0000 0.1243 2.8870
[1] 0.3882155

1] nz2-rz
Regression tree:
tree(formula = price ~ ., data = trains[[sub]])
Number of terminal nodes: 3
Residual mean deviance: 0.9637 = 8040 / 8343
Distribution of residuals:

Min. 1st Qu. Median Mean 3rd Qu. Max.

-2.3220 -0.6882 -0.2203 0.0000 0.4045 3.8560
[1] 1.017449

[11

Regression tree:
tree(formula = price ~ ., data = trains[[sub]])
Numper of terminal nodes: 10
Residual mean devianc 0.4952 = 151.5 / 306
Distribution of residuals:

Min., 1sT Qu. Median Mean 3rd Qu. Max.
-2.6830 -0.2992 -0.1347 0.0000 0.0506 3.5570
[1] 0.4992158

1]

Regression tree:
tree(formula = price ~ ., data = trains[[sub]])
Wumper of terminal nodes: 3
Residual mean deviance: 0.163 = 69.6 [ 427
Distribution of residuals:

Min. 1St Qu. median mean 3rd Qu. Max.
-1.35200 -0.21400 -0.06405 0.00000 0.12680 3.81700
[1] 0.1611146

ns-r2

[1]

Regression tree:

tree(formula = price ~ data = trains[[sut]])

: 8
Residual mean deviance: 0.6961 = 169.1 / 243
Distribution of residuals:
Min. 1st Qu. Median Mean 3rd Qu. Max.
-2.2490 -0.4638 -0.1854 0.0000 Q.2073 3.7900
[1] 0.7622148

[1] ns-r3 ====
Regression tree:
tree(formula = price ~ ., data = trains[[sub]l])

variables actually used in tree construction:
[1] ™latitude"
Numper of terminal nodes: €
Residual mean deviance: 0.1029 = 3.5 / 34
Distribution of residuals:

Min. 1st Qu. Median Mean 3rd Qu. Max.
-0.52540 -0.15660 -0.04544 0.00000 0.04203 0.92870
[1] 0.04892947

Figure 11: Decision tree results for specific neighbourhood group and room type
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[21

Regression tree:
tree(formula = price ~
Number of terminal nodes:
Residual mean deviance: 0.1738 = 389.1 / 22339
Distribution of residuals:

Min. 1st qu. Median Mean 3rd Qu. Max.
-0.85200 -0.22640 -0.08418 0.00000 0.11440 4.94200
[1] 0.1800965

n3-ri

data = trains[[supll)
3

[1] = Nn3-rz

Regression tree:

tree(formula = price ~ ., data = trains[[sub]])

Numper of terminal node: 4

Residual mean deviance: 0.6557

Distribution of residuals:
Min. 1st Qu. Median Mean 3rd Qu.

-1.9190 -0.5029 -0.2158% 0.0000 0.2876 4. 1550

[1] 0. 6590625

= 910.4 / 1380

[11

Regression tree:

tree(formula = price ~ ., data = trains[[sus]])

Residual mean deviance: 0.2555 = 31.43 / 123
Distribution of residuals:

Min. 1st Qu. Median Mean 3rd Qu. Max.
-1.81800 -0.15550 -0.07597 0.00000 0.05962 3.40800
[1] 0.2989787

a1 " = n4-ri

Regression tree:
tree(formula = price ~ .,
Number of terminal nodes 12
Residual mean deviance: 0.08816 = 9.962 / 113
Distribution of residuals:

Min. 1st qu. Median Mean 3rd Qu. Max.
-0.56420 -0.14540 -0.04604 0.00000 ©0.12440 1.31700
[1] 0.2339327

data = trains[[subl])

1] = n4-rz

Regression tree:
tree(formula = price ~
Number of terminal nodes:
Residual mean deviance: 0.5117
Distribution of residuals:

Min. 1st Qu. Median Mean 3rd Qu. Max.
-1.7900 -0.3757 -0.1485 0.0000 0.3053 2.4700
[1] 0.7737648

data = trains[[sub]l])
3

=54.76 / 107

[11 nd-r3
Regression tree:
tree(formula = price ~ ., data = trains[[sub]])
variables actually used in tree construction:
character (0)
Number of terminal nodes: 1
Residual mean deviance: 0.09385 = 0.3746 / 4
Distribution of residuals:

Min. 1st Qu. Median Mean 3rd Qu. Max.
-0.2931 -0.1908 -0.1795 0.0000 0.3317 ©0.3217
wotT possible to plot tree: n4-r3[1] 0.5818%64




BWEE R ANDOM FOREST RESULTS

Random Forest on the entire dataset

Random Forest on the entire dataset outputs an explained variance of 42% and a MSE of 0.57
which is acceptable. Number of trees used is 500, which is the default setting for the model.

] " all "

Call:
randomForest(formula = price ~ ., data = trains[[sub]]}
Type of random forest: reagression
Mumber of trees: 300
Wo. of wvariables tried at each split: 1

Mean of squared residuals: 0.5754847
¥ Var explained: 42,18
[1] "MSE: 0.5378656097325552"

Figure 12: Random Forest results on the entire dataset

Random Forest for specific neighbourhood group

Random Forest on specific neighbourhood outputs overall acceptable MSE. Explained vari-
ance for Brooklyn and Manhattan is approximately around 40%, 37% for Queens and about
25% for Staten Island and Bronx. Also in this case, Manhattan MSE is higher than Brooklyn.

1 " 3 n
call:
randomForest(formula = price ~ ., data = trains[[sud]])
Type of random forest: regression
[1:'| " 1 o Number of trees: 500
Mo. of variables tried at each split: 1
Call: .
randomrForestiformula = price ~ ., data = trains[[sub]l) Mean of squared residuals: 0.3474913
of dom forest: regression ¥ Var explained: 34.37
Type ran . g [1] "MSE: ©.352243050175804"
Number of trees: 500 e
Mo. of variables tried at each split: 1
Mean of squared residuals: 0.4407074 [ #
% var explained: 40.45 call:
[1] "MSE: 0.4185927730043853 randomForest{formula = price ~ ., data = trains[[sub]])
Type of random forest: regression
" . Mumber of trees: 500
[1] B Mo. of variables tried at each split: 1
call: ) i Mean of squared residuals: 0.3650865
randomForest(formula = price ~ ., data = trains[[sub]])

¥ var explained: 23.27

Type of random Torest: regression [1] "MSE: 0.484112832735206"

Numirer of trees: 500
Mo. of variables tried at each split: 1

[1] 5 "
Mean of squared residuals: 0.72855
% var explained: 37.38 call:
[1] "MSE: 0.74389%501079438" randomForesti(formula = price ~ ., data = trains[[sub]])

Type of random forest: regression
Number of trees: 500
Mo, of variables tried at each split: 1

Mean of squared residuals: 0.3513438
¥ var explained: 24.72
[1] "MSE: ©.396692012991184"

Figure 13: Random Forest results for specific neighbourhood group
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Random Forest for specific neighbourhood group and room type
Random Forest for specific neighbourhood and room type does perform poorly since in some
cases explained variance is negative. This could be due to the fact of overfitting, but in this case

is more plausible the case that the model does not fit the data in a adequate way due to the lack

of information.

ni-ri

call:
randomForest(formula = price ~ ., data = trains[[sub]])
Type of random forest: regression
Number of trees: 500
No. of variables tried at each split: 1

0.1885908
2.21

Mean of squared residual
% Var explained:
[1] "MSE: 0.17859959929437"

nl-r2

call:
randomForest(formula = price ~ ., data = trains[[subl]}
Type of random forest: regression
Number of trees: 500
No. of variables tried at each split: 1

Mean of squared residual
% Var explained:
1] "MSE: 0.768164722382269"

0.8016605
1.5

ni-r3

call:
randonForest(formula = price ~ ., data = trains[[subl]}
Type of random forest: regression
Number of trees: 500
No. of variables tried at each split: 1

vean of squared residuals: 0.1849337
% Var explained: 4.42
[1] "MSE: 0.253230897709792"

[11 nd-rl

call:
randonForest(formula = price ~ ., data = trains[[sub]1)
Type of random forest: regression
Number of trees: 500
No. of wariables tried at each split: 1

0.1289314
4.61

Mean of squared residual
% var explaine
[1] "MSE: 0.229843237622333"

[11 nd-r2

call:
randonForest(formula = price ~ ., data = trains[[sub]1)
Type of random forest: regression
Number of trees: 500
No. of wariables tried at each split: 1

Mean of squared residuals: 0.7779033
% var explained: -15.23
[1] "MSE: 0.710751876668758"

n4-r3 =

call:
randonForest (formula = price ~ ., data = trains[[sub]])
Type of random forest: regression
Number of trees: 500
No. of wariables tried at each split: 1

Mean of squared residual
ar explaine

0.01837979
%V 5.47
[1] "MSE: 0.304203607022542"

75.47

[

call:
randomForest(formula = price ~ ., data = trains[[subl])
Type of random forest: regression
Number of trees: 500
No. of variables tried at each split: 1

Mean of squared residuals: 0.4015438
% Var explained: 23.75
[1] "MSE: 0.373153844299809"

1]

L n2-r2
call:
randonForest(formula = price ~ ., data = trains[[sub]])
Type of random forest: regression
Number of trees: 500
No. of variables tried at each split: 1

mean of squared residuals: 0.9846148

% var explained: 5.71
[1] "MSE: 1.05375292497579"

(11 n2-r3
call:
randomForest(formula = price ~ ., data = trains

Type of random forest: regression
Number of trees: 500
No. of variables tried at each split: 1

Mean of squared residuals: 0.7182231

% Var explained: -9.47
[1] "MSE: 0.565461676852938"

[11 "
call:
randonForest(formula = price ~ ., data = trains[[sub]])
Type of random forest: regression
Number of trees: 500
No. of variables tried at each split: 1

Mean of squared residuals: 0.2107108
% Var explained: -15.87
[1] "MSE: 0.134361647516686"

1] "

call:
randomForest(formula = price ~ ., data = trains[[sub]])
Type of random forest: regression
Number of trees: 500
No. of variables tried at each split: 1

Mean of squared residuals: 0.902801

% Var explained: -11.48
[1] "MSE: 0.661500485887416"

1] ™

L ns-r3
call:
randonForest(formula = price ~ ., data = trains[[sub]1)
Type of random forest: regression
Number of trees: 500
No. of variables tried at each solit: 1

Mean of squared residuals: 0.198373
% Var explained: -39.67
[1] "MSE: 0.0567952387866339"

call:
randomForest (formula = price ~ ., data = trains[[subl1}
Type of random forest: regression
Number of trees: 500
No. of variables tried at each split: 1

Mean of squared residuals: 0.1710755
% var explained: 5.65
[1] "MSE: 0.162824504191009"

call:
randomForest (Formula = orice ~ ., data = trains[[subl1}
Type of random forest: regression
Number of trees: 500
No. of wariables tried at each split: 1

Mean of squared residuals: 0.7120831
5% var explained: -3.14
[1] "MSE: 0.647736155624821"

call:
randomForest (Formula = price ~ ., data = trains[[subl]}
Type of random forest: regression
Number of trees: 500
No. of variables tried at each split: 1

Mean of squared residuals: 0.4336741
% var explained: -9.8
[1] "MSE: 0.216479634090822"

Figure 14: Random Forest results for specific neighbourhood group and room type
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RANGER RANDOM FOREST RESULTS

Ranger Random Forest is known to be computationally cheaper with respect to the classic

Random Forest. Also for this case, the number of tree used is S00.

Ranger on the entire dataset
Ranger outputs for the entire dataset are consistent, a R* of 0.45 and a MSE of 0.54 which is

the lowest compared to the other models.

[ - all
Ranger result

Call:

ranger{price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F)
Type: Regression
Number of trees: 500
Sample size: 28689
Number of independent variables: 4
Mtry: 2
Target node size: 5
Variable importance mode: none
Splitrule: variance
Q0B prediction error (MSE): 0.548326
R squared (0OB): 0.4568823

[1] "MSE: 0.5427877832904249"

Figure 15: Ranger Random Forest results on the entire dataset

Ranger for specific neighbourhood group

For the specific neighbourhood group Ranger gives different results.

R* value greater than 0.30 for Brooklyn, Manhattan and Queens and approximately 0.2 for
Bronx and Staten Island. Also in this case, MSE of Manhattan is higher with respect to Brook-
lyn. Ranger for specific neighbourhood group and room type

The dataset filtered by neighbourhood and room type outputs negative R* as in the case of
Random Forest for the shared type of room (not for Brooklyn) and for all rooms in Bronx

and Staten Island.
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[1] ”
Range

call:
ranger (price ~

Type:
Number of trees:
sample size:

., data = trains[[sub]], write.forest = TRUE,

classification = F)

Regression

Number of independent variables: 3

MEry:
Target node size:

Variable importance mode:
Splitrule:

008 prediction error (MSE):
R squared (0OB):

[1] "MSE: 0.423576642914145"

1] Tmmmmmmm=== 2 ==mm—mmeee

Ranger result

call:
ranger (price ~ .,

Type:
Number of trees:
Sample size:

Number of independent variables:

Mtry:
Target node size:

variable importance mode:
Splitrule:

00B prediction error (MSE):
R squared (00B):

[1] "MSE: 0.736503144251037"

Ranger result

call:
ranger (price ~ .,

Type:
Number of trees:
Sample size:

Number of independent variables:

Mtry:
Target node size:

variable importance mode:
Splitrule:

008 prediction error (MSE):
R squared (OOB):

[1] "MSE: 0.351308553169474"

data = trains[[sub]], write.forest = TRUE,

data = trains[[sub]], write.forest = TRUE,

1

5

none
variance
0.4348521
0.415184

classification = F)

Regression
500

15657

3

1

5

none
variance
0.7304504
0.3714795

classification = F)
Regression
500

4224

3

1

5

none
variance
0.3458987
0.3468607

[1] "=
Ranger result

Call:
ranger(price ~ .,

Type:
Number of trees

Sample size:

Number of independent variables:
MEry:

Target node size:

Variable importance mode:
Splitrule:

008 prediction error (MSE):

R squared (00B)

[1] "MSE: 0.253040394051809"

[1] "==
Ranger

call:
ranger(price ~ .,

Type:
Number of trees:

Sample size:

Number of independent variables:
MEry:

Target node size:

variable importance mode:
Splitrule:

Q0B prediction error (MSE):

R squared (00B):

[1] "MSE: 0.270598776462825"

data = trains[[sub]],

data = trains[[sub]],

write.forest = TRUE,

Regression
500

275

3

1

5

none
variance
0.4478808
0.1898886

write.forest = TRUE,

Regression
500

811

3

1

5

none
variance
0.3959689
0.2091952

classification = F)

classification = F)

Figure 16: Ranger Random Forest results for specific neighbourhood group

3.2.5

NEURAL NETWORK RESULTS

Neural Network on the entire dataset has been run for 30 epochs. For simplicity, it has been

used a single architecture for all the subsets. It has been used three dense layers of respectively

32,16 and 1 units and Relu activation function.

Neural Networks on the entire dataset

For the entire dataset, the results are acceptable but not in line with random forest and the

other regression methods. The model MAE and loss decrease during the epochs and it sta-

bilise both for validation and training at the 15th epoch.
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[1] = ni-ri [1] "= nz-ri
Ranger result Ranger result
call: call:

ranger (price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F) ranger(price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F)
Type: Regression Type: Regression

Number of trees: 500 Number of trees: 500

sample size: 6724 Sample size: 5255

Number of independent variables: 2 Number of independent variables: 2

Mtry: 1 Mtry: 1

Target node size: 5 Target node size: s

Variable importance mode: none Variable importance mode: none

splitrule: variance splitrule: variance

00B prediction error (MSE): 0.1858609 00B prediction error (MSE): 0.4009668

R squared (00B) 0.01750151 R squared (00B): 0.2328408

[1] "MSE: 0.183555336342419" [1] "MSE: 0.378149521519247"

[l = (1 n2-r2

Ranger result Ranger result

call: call:

ranger(price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F) ranger(price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F)

Regression Regrassion
500 500

vpe:
Number of trees Number of trees:

Sample size: 6241 sample size: 8326
Number of independent variables: 2 Number of independent variables: 2

MEry: 1 Mery: 1

Target node size: 5 Target node size: 5

Variable importance mode: none Variable importance mode: none
splitrule: variance splitrule: variance
008 prediction error (MSE): 0.7797858 00B prediction error (MSE): 1.035405

R squared (008): 0.02251908 R squared (008): 0.04343341
[1] "MSE: 0.805082950282569" [1] "MSE: 0.976143348838547"

1] ni-ri EN n2-r3

Ranger result Ranger result

Call: call:

ranger (price ~ ., data = trains[[subl], write.forest = TRUE, classification = F) ranger(price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F)
Type: Regression Type: Regression
Number of trees: 500 Number of trees: 500

Sample size: 274 Sample size: 317

Number of independent variables: 2 Number of independent variables: 2

MEry: 1 Mtry 1

Target node size: 5 Target node size: s

variable importance mode: none Variable importance mode none
splitrule: variance Splitrule: variance
008 prediction error (MSE): 0.2712858 00B prediction error (MSE): 0.5746933
R squared (008): 0.02842518 R squared (00E): -0.07013213
[1] "MSE: 0.0886830072194648" [1] "MSE: 0.741990634474665"

1] n3-ri
Ranger result

call:
ranger(price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F)
Type: Regression

Nunber of trees: 500

Sample size: 2242

Nunber of independent variables: 2

MEry: 1

Target node size: 5

variable importance mode: none

splitrule: variance

008 prediction error (MSE): 0.1718005

R squared (00B): 0.05295275

"MSE: 0.162340649924081"

[1] "=
Ranger result

call:

ranger(price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F)
Type: Regression
Number of trees: 500

Sample size: 1384

Number of independent variables: 2

Mtry: 1

Target node size: 5

Variable importance mode: none
Splitrule: variance
008 prediction error (MSE): 0.7131306
R squared (008): -0.03403514
[1] "MSE: 0.6565262152989"

S n3-r3

Ranger result

call:

ranger(price ~ ., data = trains[[subl], write.forest = TRUE, classification = F)
Type: Regression
Nunber of trees: 500

Sanple size: 129

Nunber of independent variables: 2

Mtry: 1

Target node siz 5

variable importance mode: none
splitrule: variance
008 prediction error (MSE): 0.4180039
R squared (00B): -0.0526597

[1] "MSE: 0.198349635747252"

Neural Networks for specific neighbourhood group

For the specific group, the models output different results. The most populous neighbour-
hood such as Brooklyn and Manhattan and Queens have a decreasing MAE and loss trend.
Only for Manhattan, the validation loss seems to increase approximately after the 18th epochs.
For the remaining neighbourhood they have a decreasing training and validation MAE and

loss, while the validation remains stable for all the epochs.
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[1] "s=====m=== n4-rl ========== 2%
Ranger result Ranger result
call: call:

ranger(price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F) ranger(price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F)
Type: Regression Type: Regression
Number of trees: 500 Number of trees: 500

Sample size: 125 Sample size: 431

Number of independent variables: 2 Number of independent variables: 2
Mtry: 1 Mtry: 1
Target node size: 5 Target node size: s
Variable importance mode: none Variable importance mode: none
splitrule: variance splitrule: variance
008 prediction error (MSE): 0.1750849 008 prediction error (MSE): 0.162747

R squared (00B): 0.1016101 R squared (00B): -0.103441
[1] "MSE: 0.134701396762548" [1] "MSE: 0.217155374495409"

[1] "========== n4-r2 ==========" [1] "========== n5-r2 =========="

Ranger result Ranger result

call: call:

ranger(price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F) ranger(price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F)
Type: Regression Type: Regression
Number of trees: 500 Number of trees 500

Sample size: 113 Sample size: 251

Number of independent variables: 2 Number of independent variables: 2

Mtry: 1 Mtry: 1

Target node size: 5 Target node size: 5

Variable importance mode: none Variable importance mode none
splitrule: variance Splitrule: variance
00B prediction error (MSE): 0.5323296 008 prediction error (MSE): 0.7250826
R squared (DO0B): -0.1367216 R squared (00B): -0.03847549
[1] "MSE: 1.07190377323593" [1] "MSE: 0.88460642091214"

[1] "========== n4-r3 ==========" [1] "=s======== n5-r3 =s=======

Ranger result Ranger result

call: Call:

ranger(price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F) ranger(price ~ ., data = trains[[sub]], write.forest = TRUE, classification = F)

: - Type: Regression

Naper of treas: i Nmber of trees: 500

Sample size: 5 Sample size: 40

Number of independent variables: 2 Number of independent variables: 2

MEry: 1 Mtry: i 1

Target node size: 5 Target node size: 5

Variable importance mode: none variable importance mode: none
splitrule: variance Splitrule: variance
00 prediction error (MSE): 0.1159859 008 prediction error (MSE): 0.1958126
R squared (00B): 20.2385456 R squared (00B) -0.3441889

[1] "MSE: 0.576764441356849" [1] "MSE: 0.0526173289643726"

Figure 17: Ranger Random Forest results for specific neighbourhood group and room type

Neural Networks for specific neighbourhood group and room type

For the different type of room and neighbourhood in some cases results are not satisfactory
while in other cases are acceptable.

For the private room results for Brooklyn, Manhattan and Queens presents a decreasing train-
ing MAE and loss and a stable validation MAE and loss during the epochs. For Brooklyn val-
idation MAE and loss remains nearby 0, for Manhattan instead, are higher compared to the
training. For the last two neighbourhood starts with a very high loss and MAE train and vali-
dation, while during the epochs the value converge to a lower value near 0.5.

For the entire apartment type, for Brooklyn training MAE and loss have a decreasing trend,
while validation after 12th epochs increases and get value higher than the starting point. For
Manhattan instead, both train and validation decreasing trend, in particular slightly for the
validation. For Queens validation MAE increases till epoch 18th and then decrease until it
reaches almost the training MAE at the 30th epochs; while for the loss it continuously in-
crease and decrease for all the epochs. For Bronx and State Island decreasing training MAE
and loss, while a stable validation MAE.

For Shared rooms similar trends of validation and train for the Brooklyn, Manhattan and
Queens, starting from a high value. For State Island and Bronx results are decreases very fast
but reaching high values of MAE and loss. For Staten Island, train and validation start from a

loss value higher than 1000, which is very high considering the dimension of this subsets.
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Figure 18: Neural Networks results on the entire dataset

BNl K-MEANS RESULTS

K-means algorithm has been run on all type of subsets. Moreover, since the variables are not
all numerical, it has been used a specific library called “clustMixType” which computes k-
prototypes clustering for mixed-type data. It uses Euclidean distance for numerical variables
and simple match coefficient. Clusters have has been computed only using k = 5 since chang-

ing the value for all the different subset will be computationally expensive.

As shown in the cluster map of the entire dataset (Figure 21) Manhattan is divided in the
north and south part where this last one also includes a part of Brooklyn. This should be the
case of the most expensive houses in the entire NY city. All cluster is a a partition of price
zone in the entire city. As shown in the Figure 22 the distributions of prices and room type

differ in the different clusters.
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Figure 19: Neurala Networks results for specific neighbourhood group and room type

The maps plot clusters for the single neighbourhood (Figure 23) also shows how the data are
distributed in the maps.

« Brooklyn has 3 main visible clusters.

« Manhattan has 2 clusters for north and south part.

« Queens instead has 4 visible cluster depending on the nearness to the seaside, Manhat-

tan/Brooklyn and inland.
« Staten Island has spars cluster in the north-east and one in the south-west part.

« Bronx has 4 clusters visible in which 2 are mixed and the other two depends on the
nearness to Manhattan since the more the houses get closer to Manhattan, the higher

will be the cost.
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Clusters for specific neighbourhood group and room type have a similar shape changing the

room type.
« Brooklyn:

— Private room has 4 visible clusters distinguishable from the others based on the
position.

- Entire Apartment has 4 visible cluster but less distinguishable with respect to the
private rooms. One cluster has a distribution of small number of points for all the

neighbourhood.

— Shared room has 4 visible cluster, in the south is split in two parts. To be notice
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Figure 20: Neural Networks results for specific neighbourhood group and room type
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Figure 21: K-means on entire dataset
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Figure 22: Distribution of each cluster

that there less a smaller shared rooms on the east part with respect to the entire

apartment.

o Manhattan :
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Figure 23: K-means for specific neighbourhood group

- Private roomis divided in three main clusters based on the position. This could be

due to the fact that prices change in between downtown, midtown and uptown.
- Entire apartment has similar shape as the private room, but the uptown cluster is
smaller.

— Shared room has similar shape but are less distributed in the downtown part.

e Queens:

- Private room has a distinct shape of the 5 clusters based on the zones.

- Entire apartment room has a mix shape of cluster in the zone nearby Brooklyn/-
Manhattan and near the airport zone (south east)

- Shared room clusters are not so much and more distributed in the inland and

nearby Brooklyn/Manhattan
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Latitude

Clusters of 243

« Staten Island:

— Private room are visible 4 clusters that are based on the position.

— Entire apartment 3 greater and visible clusters, one near the border of New Jersey

and Queens, one on the east coast and one more in the inland.

- Shared room are very small number, and clustering is not very useful in this case
since it is not possible to see more than 2 clusters from 4 points. Which is not

very informative.
 Bronx:
— Private room are visible 4 clusters depending on the nearness to Manhattan and
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Latiude

the position since the prices will change based on the neighbour.
- Entire apartment 4 clusters visible and a shape similar to the private room but

with less points.

- Shared Room 4 clusters visible but low number of points.

Clusters of nd-r2 Clusters of nd-r3

Clusters of nd-r1

Latitude

Figure 24: K-means for specific neighbourhood group and room type
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Hierarchical Cluster Analysis

For this method the dataset has been changed with respect to the other. The reason is that us-
ing Hierarchical Clustering on the entire dataset will output a dendrogram in which for each
house it creates a branch. This type of dendrogram is not informative. For this reason, the
dataset has been aggregate using the mean of the prices depending on the case of neighbour-

hood or neighbourhood and room type. To compute the distances has been used the Gower

measure.

As shown in Figure 25 the dendrogram is generated from the dataset that has been aggregate
for mean of the neighbourhood and also for the type of room obtaining the mean of the prices

for each case. From Figure 26 is possible to see how giving a certain high of 0.6 the coloured

branches are those that could be consider in the same cluster.

Cluster Dendrogram

1.0

R}
|
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| |
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ManhaiSha
Queen/Ent
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StateiPri
Brook/Ent
State/Sha
Eronx/Sha
State/En

gower
helust (%, "complete”)

Figure 25: Hierarchical Clustering

From Figure 27 is possible to see the dendrogram for the case of the mean for each neigh-
bourhood without considering the single case for the room type. Based on the heigh level,

Manbhattan and Brooklyn could be consider in two different clusters, while the other three

neighbourhood groups could be merged in one single cluster.
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Figure 27: Hierarchical Clustering

PRINCIPAL COMPONENT ANALYSIS RESULTS

PCA mixed type
PCA on mixed type of data has been applied on the entire dataset, since the neighbourhood
subsets are small and there is no need to apply a dimensionality reduction. The resulting sub-

set have only two dimensions filtering for room type and neighbourhood group.

Figure 28 shows the Eigenvalues for each dimension and the proportion of each one to the
proportion and cumulative values of variance explained. Three and four dimensions corre-
spond respectively to a cumulative variance explained of 68% and 79% which could be ac-
ceptable to get almost the explained variance of all the nine dimensions but with less dimen-
sions.

Figure 29 shows how qualitative and quantitative variables are correlated with the different

dimensions.

Factor Analysis of Mixed Data (FAMD)
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Figure 28: PCA on mixed type of data

dim 1 dim 2 dim 3 dim 4 dim 5
Jatitude -0.1972875 0.89428404 -0.2214475 -0.04100123 -0.04272996
Jongitude 0.7617791 0.35537824 0.4064136 0.01097103 0.01298250
price -0.7183816 0.07289152 0.4855170 0.02253704 0.01357485
dim 1 dim 2 dim 3 dim 4 dim 3
neighbourhood_group 0.6390071 0.871714919 0.4342793 0.5273305 0.4306940
room_type 0.3560712 0.001558062 0.3514432 0.4732362 0.5142885

Figure 29: Varible correlation with each di-
mension

Factor analysisis a technique that is used to reduce alarge number of variables into fewer num-

ber of factors.

It has been applied on the entire dataset also in this case. From Figure 30 it is possible to see

how explained variance of each dimension is changing. The results are the same of the PCA

mixed type library.

Figure 31 is the scree plot that displays how much variation each principal component cap-

tures from the data.
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Figure 30: Eigenvalues and explained vari-
ance results
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Figure 31: Scree plot

Figure 32 shows the relationship between variables, the quality of the representation of vari-

ables, as well as, the correlation between quantitative variables and the dimensions.

« price has a negative correlation with the first dimension and almost no correlation to

the second one. Price also has a low quality of representation on the factor map.

« latitude has a strong correlation to the second dimensions and almost no correlation to

the first one. Latitude has an high quality of representation.

« longitude has a strong correlation on the first dimension and a modest on the second

one. Longitude has a medium quality of representation.
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Figure 33 shows the qualitative variable contribution to each dimension:

« neighborhood group with high number of houses has the highest quality of represen-

tation, while Bronx and Staten Island has low contribution.

« room types have low contribution with respect to the neighbourhood but Entire home
and Private room has more than Shared room that in the plot appears to be the worst

variable in term of contribution.

Quantitative variables - FAMD

Qualitative variable categories - FAMD

1 contrib

5 K ‘

\': Manhatta ; T contrib
N oSN D2 U R O 12 g i i o ™

Dim2 (20.1%)

Dim2(20.1

i
1 2 ]
-1.0- | Dim1 (23 7%)
I \ \
10 08 00 05 1.0

Dim (23.7%) Figure 33: Qualitative variable contribution

Figure 32: Quantitative variable contribu-
tion

Figure 34 shows in the first group the coordinates of the variable; the second group represent
the Cos2, which is the quality of representation on the factor map; the third values are the

contribution of each variables to the dimensions.

Figure 35 displays the summary of the correlation of all the variables to the principal dimen-
sions. Latitude appears to be the one most correlated with the second dimension, while lon-
gitude and price to the first one. Neighbourhood groups appears to be the most correlated
with dimension one and two. Room type is modestly correlated with dimension one and not

correlated to dimension two.
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Variables - FAMD

neighbourhood_group*

Dim.1 Dim.2 Dim.3 Dim.4 Dim.5 1 -
latitude 0.03892236 0.799743946 0.04903898 0.0016811055 0.0018258497 075- \qmude
Tongitude 0.58030735 0.126293692 0.16517205 0.0001203636 0.0001685452 1
price 0.51607212 0.005313173 0.23572672 0.0005079130 0.0001542764
neighbourhood_group 0.63900709 0.871714919 0.43427934 0.5273304673 0.4806939587
room_type 0.35607121 0.001558062 0.36144319 0.4732362202 0.5142884950 —

Dim.1 Dim.2 Dim. 3 Dim.4 Dim.5 2
Tlatitude 0.00151495 6€.395904e-01 0.002404821 2.826116e-06 3.333727e-06 ;030'
Tongitude 0.33675663 1.595010e-02 0.027251805 1.445739e-08 2.840749e-03 <3
price 0.26633043 2.822981e-05 0.055567086 2.579807e-07 3.395780e-08 E
neighbourhood_group 0.10208251 1.899717e-01 0.047149637 6.951936e-02 5.776667e-02 a
room_type 0.06339335 1.213779e-06 0.065320588 1.119763e-01 1.322463e-01

im. im. im. in. im. 025
Tatitude 1.827015 44.31638047 3.936786 0.16762544 0.16310478
Tongitude 27.239615 6.99833910 13.259799 0.01200184 0.01690250 longitude
price 24.224415 0.29441998 18.923837 0.05064614 0.01848011 -
neighbourhood_group 29.994980 48.30452324 34,863386 52.58181750 4£8.20624738 H
room_type 16.713975 0.08633722 29.016193 47.18790608 51.57526523 000 1 ‘DAOIHJYDG ADlite
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Figure 34: Coordinates,quality of represen-
tation and contribution for each variable Figure 35: Summary of the correlation of all
the variables to the first two dimensions

Figure 37 represents how the contribution of the variables effect each five dimension selected
with an expected average value of 20%. It is possible to notice that the contributions are not
uniform. Latitude does not contribute to the first dimension while price and room type for
the second one. Longitude, latitude and price almost do not contribute to the fourth and fifth

dimensions, this means that only qualitative variables effect these two dimensions.
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Figure 36: Contribution of all the variables to each dimension
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CONCLUSION
/S8 PRICE PREDICTION

ear.Regression Decision.Tree Random.Forest Ranger.Random.Forest Neural.Networks Best

0.4351730 0.4395665 0.4183596 0.4138488 0.4861140 Ranger.Random.Forest
m 0.7714922 0.7822847 0.7318788 0.7328182 0.8628053 Random.Forest
_ 0.3846665 0.3864543 0.3599257 0.3584391 0.3869984 Ranger.Random.Forest
0.4776541 0.5173908 0.4844570 0.4944066 1.3982809 Linear.Regression
_ 0.3429405 0.3420752 0.3271730 0.3347552 0.4838151 Random.Forest
0.1858138 0.1806116 0.1928601 0.1934420 0.2288532 Decision.Tree
0.7598732 0.7503308 0.8049458 0.8051254 0.8224091 Decision.Tree
0.2639579 0.2505339 0.2396742 0.2386900 0.2743721 Ranger.Random.Forest
0.4995290 0.4364956 0.4194580 0.4195132 0.6584851 Random.Forest
0.9842757 0.9937341 1.0173741 1.0180296 1.0683964 Linear.Regression
0.5616574 0.5452982 0.5909831 0.5856787 0.6905749 Decision.Tree
0.1680487 0.1600965 0.1624387 0.1618092 0.1700685 Decision.Tree
0.6817353 0.6590635 0.6492862 0.6486996 0.9550785 Ranger.Random.Forest
0.6218959 0.6218172 0.6305342 0.6338897 0.8929396 Decision.Tree
0.1241196 0.1802672 0.1337671 0.1338837 0.2002601 Linear.Regression
0.4319694 0.4368075 0.4946490 0.4930043 0.4310423 Neural.Networks
0.1199132 0.2241880 0.0839624 0.2295022 0.1028918 Random.Forest
0.2146868 0.2159434 0.2156149 0.2159356 0.6114893 Linear.Regression
0.7956436 1.0693051 0.9520994 0.9670430 0.9997671 Linear.Regression
0.0690389 0.0489295 0.0460020 0.0500036 0.0699948 Random.Forest
_ 0.6045975 0.5977854 0.5670718 0.5373394 0.6177393 Ranger.Random.Forest

Figure 37: Summary of the MSE for all the models for each subset of the dataset
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The first objective has been accomplished.

Figure 37 is possible to see all the Mean Square Error for each model and case.

For the entire dataset, the best performance come from the Ranger Random Forest with the
lowest MSE value. Neural Network are the worst, this could be due to the fact that has not
been done any hyper parametrisation tuning since a single fixed architecture has been used.
For the specific neighbourhood groups, Ranger Random Forest and Random Forest has sim-
ilar predictive performance and they perfomed the best with respect to the others. Only for
Staten Island the Linear regression has better performance but similar to the two Random
Forest.

For the specific neighbourhood groups and room type models perform differently. It is not
possible to determined the best choice since each subset has different characteristics. Ac-
cording to all the results Random Forest could maybe be the most suitable in general but it is

computationally the more expensive one, so Ranger should be a better substitute.

For future tests, tuning of the Neural Networks (in general for all the model) could increase

the price prediction precision but it is require to do not ignore the computational cost.

CLUSTERS AND GROUPS

The second objective has been accomplished.

Cluster definitions appeared to be consistent, price and position determined the main char-
acteristics of the different group and it is possible to give a meaning to each group. Only for
some specific subsets such as Staten Island and Bronx Shared room results are not consistent,
but this is due to the fact that those subsets contain low information. Hierarchical Cluster
Analysis give also consistent results based on the price mean for each neighbourhood group
and room type. This solution is an approximation, since giving the base dataset with 48000
in input to the Hierarchical Clustering, the resulting dendrogram is unreadable since for each

row it generate a branch.

Principal component analysis gives a lot of information about the variables and their contri-

bution on the quality of the information and the correlation with the different components.
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APPENDIX

The File "project-code.Rmd” is attached and contains the code.
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