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This chapter is about an important tool in the data science workbench, Bayesian networks (BNs). Data science is about generating
information from a given data set using applications of statistical methods. The quality of the information derived from data analysis
is dependent on various dimensions, including the communication of results, the ability to translate results into actionable tasks and
the capability to integrate various data sources [R. S. Kenett and G. Shmueli, On information quality, J. R. Stat. Soc. A 177(1),
3 (2014).] This paper demonstrates, with three examples, how the application of BNs provides a high level of information quality.
It expands the treatment of BNs as a statistical tool and provides a wider scope of statistical analysis that matches current trends in
data science. For more examples on deriving high information quality with BNs see [R. S. Kenett and G. Shmueli, Information
Quality: The Potential of Data and Analytics to Generate Knowledge (John Wiley and Sons, 2016), www.wiley.com/go/infor-
mation_quality.] The three examples used in the chapter are complementary in scope. The first example is based on expert opinion
assessments of risks in the operation of health care monitoring systems in a hospital environment. The second example is from the
monitoring of an open source community and is a data rich application that combines expert opinion, social network analysis and
continuous operational variables. The third example is totally data driven and is based on an extensive customer satisfaction survey
of airline customers. The first section is an introduction to BNs, Sec. 2 provides a theoretical background on BN. Examples are
provided in Sec. 3. Section 4 discusses sensitivity analysis of BNs, Sec. 5 lists a range of software applications implementing BNs.

Section 6 concludes the chapter.

Keywords: Graphical models; Bayesian networks; expert opinion; big data; causality models.

1. Bayesian Networks Overview

Bayesian networks (BNs) implement a graphical model
structure known as a directed acyclic graph (DAG) that is
popular in statistics, machine learning and artificial intelli-
gence. BN enable an effective representation and computation
of the joint probability distribution (JPD) over a set of ran-
dom variables.*” The structure of a DAG is defined by two
sets: the set of nodes and the set of directed arcs. The nodes
represent random variables and are drawn as circles labeled
by the variables names. The arcs represent links among the
variables and are represented by arrows between nodes.
In particular, an arc from node X; to node X; represents a
relation between the corresponding variables. Thus, an arrow
indicates that a value taken by variable X; depends on the
value taken by variable X;. This property is used to reduce the
number of parameters that are required to characterize
the JPD of the variables. This reduction provides an efficient
way to compute the posterior probabilities given the evidence
present in the data.*>*3%*!** In addition to the DAG struc-
ture, which is often considered as the “qualitative” part of the
model, a BN includes “quantitative” parameters. These
parameters are described by applying the Markov property,
where the conditional probability distribution (CPD) at each
node depends only on its parents. For discrete random vari-
ables, this conditional probability is represented by a table,
listing the local probability that a child node takes on each of
the feasible values — for each combination of values of its

parents. The joint distribution of a collection of variables is
determined uniquely by these local conditional probability
tables (CPT). In learning the network structure, one can in-
clude white lists of forced causality links imposed by expert
opinion and black lists of links that are not to be included in
the network. For examples of BN application to study man-
agement efficiency, web site usability, operational risks,
biotechnology, customer satisfaction surveys, healthcare
systems and testing of web services see, respective-
ly.224727:31:42 For examples of applications of BN to educa-
tion, banking, forensic and official statistics see Refs. 10
and 34, 43, 46, 47. The next section provides theoretical
details on how BNs are learned and what are their properties.

2. Theoretical Aspects of Bayesian Networks
2.1. Parameter learning

To fully specify a BN, and thus represent the JPDs, it is
necessary to specify for each node X the probability distri-
bution for X conditional upon X’s parents. The distribution of
X, conditional upon its parents, may have any form with or
without constraints.

These conditional distributions include parameters which
are often unknown and must be estimated from data, for
example using maximum likelihood. Direct maximization of
the likelihood (or of the posterior probability) is usually based
on the expectation—-maximization (EM) algorithm which
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alternates computing expected values of the unobserved
variables conditional on observed data, with maximizing the
complete likelihood assuming that previously computed
expected values are correct. Under mild regularity conditions,
this process converges to maximum likelihood (or maximum
posterior) values of parameters.'”

A Bayesian approach treats parameters as additional un-
observed variables and computes a full posterior distribution
over all nodes conditional upon observed data, and then
integrates out the parameters. This, however, can be expen-
sive and leads to large dimension models, and in practice
classical parameter-setting approaches are more common.*’

2.2. Structure learning

BNs can be specified by expert knowledge (using white lists
and black lists) or learned from data, or in combinations of
both. The parameters of the local distributions are learned
from data, priors elicited from experts, or both. Learning the
graph structure of a BN requires a scoring function and a
search strategy. Common scoring functions include the pos-
terior probability of the structure given the training data, the
Bayesian information criteria (BIC) or Akaike information
criteria (AIC). When fitting models, adding parameters
increases the likelihood, which may result in over-fitting.
Both BIC and AIC resolve this problem by introducing a
penalty term for the number of parameters in the model with
the penalty term being larger in BIC than in AIC. The time
requirement of an exhaustive search, returning back a struc-
ture that maximizes the score, is super-exponential in the
number of variables. A local search strategy makes incre-
mental changes aimed at improving the score of the structure.
A global search algorithm like Markov Chain Monte Carlo
(MCMC) can avoid getting trapped in local minima. A partial
list of structure learning algorithms includes Hill-Climbing
with score functions BIC and AIC Grow-Shrink, Incremental
Association, Fast Incremental Association, Interleaved
Incremental association, hybrid algorithms and Phase
Restricted Maximization. For more on BN structure learning,
see Ref. 36.

2.3. Causality and Bayesian networks

Causality analysis has been studied from two main
different points of view, the “probabilistic” view and the
“mechanistic” view. Under the probabilistic view, the causal
effect of an intervention is judged by comparing the evolution
of the system when the intervention is present and when it is
not present. The mechanistic point of view focuses on un-
derstanding the mechanisms determining how specific effects
come about. The interventionist and mechanistic viewpoints
are not mutually exclusive. For examples, when studying
biological systems, scientists carry out experiments where
they intervene on the system by adding a substance or by
knocking out genes. However, the effect of a drug product on
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the human body cannot be decided only in the laboratory.
A mechanistic understanding based on pharmacometrics
models is a preliminary condition for determining if a certain
medicinal treatment should be studied in order to elucidate
biological mechanisms used to intervene and either prevent or
cure a disease. The concept of potential outcomes is present
in the work of randomized experiments by Fisher and Ney-
man in the 1920s and was extended by Rubin in the 1970s to
non-randomized studies and different modes of inference.’”
In their work, causal effects are viewed as comparisons of
potential outcomes, each corresponding to a level of the
treatment and each observable, had the treatment taken on
the corresponding level with at most one outcome actually
observed, the one corresponding to the treatment level real-
ized. In addition, the assignment mechanism needs to be
explicitly defined as a probability model for how units receive
the different treatment levels. With this perspective, a causal
inference problem is viewed as a problem of missing data,
where the assignment mechanism is explicitly modeled as a
process for revealing the observed data. The assumptions on
the assignment mechanism are crucial for identifying and
deriving methods to estimate causal effects.'®

Imai et al.?' studied how to design randomized experi-
ments to identify causal mechanisms. They study designs that
are useful in situations where researchers can directly ma-
nipulate the intermediate variable that lies on the causal path
from the treatment to the outcome. Such a variable is often
referred to as a ‘mediator’. Under the parallel design, each
subject is randomly assigned to one of the two experiments.
In one experiment, only the treatment variable is randomized
whereas in the other, both the treatment and the mediator are
randomized. Under the crossover design, each experimental
unit is sequentially assigned to two experiments where the
first assignment is conducted randomly and the subsequent
assignment is determined without randomization on the basis
of the treatment and mediator values in the previous experi-
ment. They propose designs that permit the use of indirect
and subtle manipulation. Under the parallel encouragement
design, experimental subjects who are assigned to the second
experiment are randomly encouraged to take (rather than
assigned to) certain values of the mediator after the treatment
has been randomized. Similarly, the crossover encouragement
design employs randomized encouragement rather than the
direct manipulation in the second experiment. These two
designs generalize the classical parallel and crossover designs
in clinical trials, allowing for imperfect manipulation, thus
providing informative inferences about causal mechanisms
by focusing on a subset of the population.

Causal Bayesian networks are BNs where the effect of any
intervention can be defined by a ‘do’ operator that separates
intervention from conditioning. The basic idea is that inter-
vention breaks the influence of a confounder so that one can
make a true causal assessment. The established counter-
factual definitions of direct and indirect effects depend on
an ability to manipulate mediators. A BN graphical
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representations, based on local independence graphs and
dynamic path analysis, can be used to provide an overview of
dynamic relations.! As an alternative approach, the econo-
metric approach develops explicit models of outcomes, where
the causes of effects are investigated and the mechanisms
governing the choice of treatment are analyzed. In such
investigations, counterfactuals are studied (Counterfactuals
are possible outcomes in different hypothetical states of the
world). The study of causality in studies of economic policies
involves: (a) defining counterfactuals, (b) identifying causal
models from idealized data of population distributions and (c)
identifying causal models from actual data, where sampling
variability is an issue.’” Pearl developed BNs as the method
of choice for reasoning in artificial intelligence and expert
systems, replacing earlier ad hoc rule-based systems. His
extensive work covers topics such as: causal calculus, coun-
terfactuals, Do calculus, transportability, missingness graphs,
causal mediation, graph mutilation and external validity.*®
In a heated head to head debate between probabilistic and
mechanistic view, Pearl has taken strong standings against the
probabilistic view, see for example the paper by Baker® and
discussion by Pearl.>® The work of Aalen et al.' and Imai
et al.”' show how these approaches can be used in comple-
mentary ways. For more examples of BN applications,
see Fenton and Neil.!?~!'* The next section provides three BN
application examples.

3. Bayesian Network Case Studies

This section presents the applications of BNs to three diverse
case studies. The first case study is based on an expert
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assessment of risks in monitoring of patients in a hospital, the
second example is based on an analysis of an open source
community and involves social network analysis (SNA) and
data related to the development of software code. The third
used case is derived from a large survey of customers of an
airline company.

3.1. Patient monitoring in a hospital

Modern medical devices incorporate alarms that trigger vi-
sual and audio alerts. Alarm-related adverse incidents can
lead to patient harm and represent a key patient safety issue.
Clinical alarms handling procedures in the monitoring of
hospitalized patients is a complex and critical task. This
involves both addressing the response to alarms and the
proper setting of control limits. Critical alarm hazards include
(1) Failure of staff to be informed of a valid alarm on time and
take appropriate action and (2) Alarm Fatigue, when staff is
overwhelmed, distracted and desensitized. Prevention to
avoid harm to patients requires scrutinizing how alarms are
initiated, communicated and responded to.

To assess the conditions of alarm monitoring in a specific
hospital, once can conduct a mapping of current alarms and
their impact on patient safety using a methodology developed
by ECRL!'! This is performed using a spreadsheet doc-
umenting any or all alarm signals that a team identifies as
potentially important (e.g., high priority) for management.
Figure 1 is an example of such a worksheet. It is designed to
assess the decision processes related to alarms by comparing
potentially important signals in such a way that the most
important become more obvious.

. Risk to patient from
Bbstacles to effective . - . o
. . . Medical epinion of | alarm malfunction or | €ontribution to alarm
Care area Alarm lead alarm eemmunication Alarm signal Beviee /system ; . .
o CEREE alarm impertance delayed caregiver load /fatigue
- - respense - -

ICU moderate low low alarm volume physiologic monitor high high low
ICU moderate low bradycardia physiologic monitor high high low

ICU moderate low tachicardia physiologic monitor moderate moderate moderate

ICU high low leads off physiologic monitor high moderate moderate

ICU moderate low low oxygen saturation physiologic monitor high high moderate

ICU moderate low low BP physiologic monitor high high moderate

ICU moderate low high BP physiologic monitor moderate moderate moderate
RECOVERY high low low alarm volume physiologic monitor high high low
RECOVERY high low bradycardia physiologic monitor high moderate high
RECOVERY high low tachicardia physiologic monitor moderate moderate high
RECOVERY high low leads off physiologic monitor high moderate high

RECOVERY moderate low low oxygen saturatior|physiologic monitor high high moderate

RECOVERY moderate low low BP physiologic monitor high high moderate

RECOVERY moderate low high BP physiologic monitor moderate moderate moderate
Med-surg dep high high low alarm volume physiologic monitor high high low
Med-surg dep high high bradycardia physiologic monitor high moderate high
Med-surg dep high high tachicardia physiologic monitor moderate moderate high
Med-surg dep high high leads off physiologic monitor high moderate high
Med-surg dep moderate high low oxygen saturatior| physiologic monitor high high high
Med-surg dep moderate high low BP physiologic monitor high high high
Med-surg dep moderate high high BP physiologic monitor moderate moderate high

Fig. 1. Spreadsheet for alarm monitoring risks.
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Filling in the spreadsheet requires entering ratings derived
from experts, other tools (e.g., Nursing Staff Survey) as well as
from other sources (e.g., input from medical staff). The first
column in Fig. 1, specifies the care area. In the figure, one can
see information related to the intensive care unit (ICU), the
recovery room and the surgery department. The second column
reflects the alarm lad intensity. The third column shows us an
assessment of obstacles to effective alarm communication or
response. The next column lists the different types of alarm
signals from a specific device. In Fig. 1, we see only the part
related to a physiology monitor. The last three columns cor-
respond to a medical opinion of alarm importance, the risk to
patient from an alarm malfunction or delay, and the contribu-
tion of the alarm to load and fatigue of the medical staff.

We show next how data from such a clinical alarm hazard
spreadsheet can be analyzed with a BN that links care area,
device, alarm signal, risks to patients and load on staff.

The software we will use in the analysis is GeNie version
2.0 from the university of Pittsburgh (http://genie.sis.pitt.
edu). Figure 2 shows the GeNie data entry screen corre-
sponding to the data shown in Fig. 1. The low, medium and
high levels in Fig. | are represented here as sl, s2 and s3.
Figure 3 shows the BNs derived from the data in Fig. 2.

Figure 4 shows a diagnostic analysis where we condition
the BN on high level of fatigue. We can now see what con-
ditions are the main contributor to this hazardous condition.
Specifically, one can see that the percentage of surgery

= GeNe - [ECRI AlarmSafetyTool-F_AlarmReviewTool version 11.01.15.gdat]
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department increased from 33% to 42% and high load
from 36% to 43%.

Figure 5 is an example of predictive analysis where the
BN is conditioned on ICU and bradycardia. We see that the
contribution of an alarm indicates a slower than normal heart
rate (bradycardia) in ICU, if not treated properly, increases
the potential high level harm to patients from 39% to 52%,
a very dramatic increase. In parallel, we see that the impact
of this condition on light load to staff increased from 30% to
49% and the option of low level of obstacles to communicate
the alarm increased from 55% to 78%.

In other words, the bradycardia alarm in ICU does not
increase fatigue, is very effectively communicated with a low
level of obstruction and is considered higher than average
alarm in terms if impact on patient safety. This analysis relies
on expert opinion assessments and does not consider unob-
servable latent variables.

In this case study, the data was derived from expert
opinion assessment of seven types of alarms from a patient
monitoring device placed in three care delivery areas. The
alarms are evaluated on various criteria such as contribution
to staff fatigue, risk to patient from malfunction, obstacles
to communicate alarms etc. This assessment is feeding a
spreadsheet which is then analyzed using a BN. The analysis
provides both diagnostic and predictive capabilities that
supports various improvement initiatives aimed at improving
monitoring effectiveness.

EEile Edit View Data Tools Window Help
DEE & & dh
= =]

o 5

"R B @ [0% - $

Care area | Alarmload| L..| Obstacles to effective alarm communication or response | O Alarm signal Devicefsystem | Medical opinion of alarm importance | A | Riskto patient from alarm malfuncti &

b |ICU moderate 52 low s1 :low alarm volume physiologic monitor - high 53 high

ICU moderate 52 low s1 i bradycardia physiologic monitar | high 53 ihigh

ICU moderate 52 low s1 itachicardia physiologic monitor | moderate s2 i moderate

ICU high s3 low s1 ‘leads off physiologic monitor _ high s3 . moderate

ICU moderate 52  low s1 ilow oxygen saturation | physiologic monitor | high s3 ihigh

ICU moderate 52  low 51 :lowBP physiologic monitor . high s3 :high

ICU moderate  s2 low s1 ‘highBP physiologic monitor | moderate s2 i moderate

RECOVERY | high 53 | low 51 {low alarm volume physiologic monitor | high 53 [high

RECOVERY  high s3 low s1 ' bradycardia physiologic monitar  high 53 i moderate

RECOVERY  high s3 low 51 ‘tachicardia physiologic monitor | moderate s2 ‘moderate

RECOVERY  high s3 | low s1 ileads off physiologic monitor | high s3 i moderate

RECOVERY moderate s2 low s1 :low oxygen saturation : physiologic monitor high s3 - high

RECOVERY moderate 's2 low 51 flowBP physiologic monitor | high s3 ‘high

RECOVERY  moderate |s2 |low s1 thigh BP physiologic monitor | moderate s2 i moderate

Med-surgdep high s3 high 53 :low alarm volume physiologic monitar - high 53 ‘high

Med-surg dep  high s3 ' high 53 : bradycardia physiologic monitor | high 53 i moderate

Med-surg dep  high s3  high 53 itachicardia physiologic monitor | moderate s2 i moderate

Med-surgdep high s3 high 53 leads off physiologic monitor high s3 . moderate

Med-surgdep moderate |52  high 53 ilow oxygen saturation | physiologic monitor | high s3 ihigh

Med-surgdep moderate | s2  high 53 :lowBP physiologic monitor | high s3 :high

Med-surgdep moderate  s2  high s3 highBP physiologic monitor - moderate s2 :moderate

-

4| 4|Row 1 of 21| | m| «| \ »
Repdy

Fig. 2. Data entry of GeNie software Version 2.0.

1630014-4



R. S. Kenett

1 VObstacles_to_respo..

s155% [ |
5212%
5333% [

(=) VCare_area
IcU 33% |l
SMed_surg_... 33%
RECOVERY 33%[ll

T T el
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= Load

5240%

5336% [

2 VAlarm_importa....
s117%
s231%

5352%

O VRisk_to_patient_from_malf....

5121%[R]
5240%
5339% (I

= Load

5235%

s343% [

L} VAlarm_signal
bradycardia
Shigh_BP
Sleads_off
Slow_alarm_volume
Slow_BP
Slow_oxygen__satur ...
tachicardia \O WContribution_to_fatigue
5130% [ |
52 34%
=335% [N
Fig. 3. BN of data collected in spreadsheet presented in Fig. 1.
1 VObstacles_to_respo..
s147% |
s211% )
3429 [ 5122% (I
(=] VCare_area
IcU 24%(l

SMed_surg_...42%
RECOVERY 33%[ll

2 VAlarm_importa....
s116%
s232%

5352%

O VRisk_to_patient_from_malf....

L} VAlarm_signal

bradycardia

Shigh_BP

Sleads_off

Slow_alarm_volume

Slow_BP

Slow_oxygen__satur ...

tachicardia \O WContribution_to_fatigue
s1 0%
52 0%
53 100% o

51 21%[I]
5242%
s337% I

Fig. 4. BN conditioned on high contributors to fatigue (diagnostic analysis).

3.2. Risk management of open source software

The second example is based on data collected from a
community developing open source software (OSS). Risk
management is a necessary and challenging task for organi-
zations that adopt OSS in their products and in their software
development process.** Risk management in OSS adoption
can benefit from data that is available publicly about the
adopted OSS components, as well as data that describes the

behavior of OSS communities. This use case is derived
from the RISCOSS project (www.riscoss.eu), a platform and
related assessment methodology for managing risks in OSS
adoption.'?

As a specific example, we aim at understanding the roles
of various members in the OSS community and the rela-
tionships between them by the analysis of the mailing lists or
forums of the community. The analysis should provide us
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O VObstacles_to_respo._.
s178% ||
5211% “ERHO Load
5311%[l s123% [l
5253%
5323%(l
O VCare_area
[T] 100% [

SMed_surg_... 0%
RECOVERY 0% =

L} VAlarm_signal

bradycardia

Shigh_BP 0%
Sleads_off 0%
Slow_alarm_volume 0%
Slow_BP 0%
Slow_oxygen__satur.. 0%

O VAlarm_importa...

tachicardia 0% =)

< VContribution_to_fatigue

O VRisk_to_patient_from_malf...

s149% [T

5226%

s326% I

5120% 0]
5226%
53522 I

Fig. 5. BN conditioned on ICU and bradycardia (predictive analysis).

information on dimensions such as timeliness of an OSS
community that can be measured by its capacity of following
aroadmap or to release fixes and evolutions of the software in
time. The methods illustrated here are based on data coming
from the XWiki OSS community (http://www.xwiki.org), an
Open Source platform for developing collaborative applica-
tions and managing knowledge using the wiki metaphor.
XWiki was originally written in 2003 and released at the
beginning of 2004; since then, a growing community of users
and contributors started to gather around it. The data consists
of: user and developer mailing lists archives, IRC chat
archives, code commits and code review comments, and in-
formation about bugs and releases. The community is around
650,000 lines of code, around 95 contributors responsible for
around 29,000 commits and with more than 200.000 mes-
sages, and 10.000 issues reported since 2004.

Specifically, we apply a SNA of the interactions between
members of the OSS community. Highlighting actors of im-
portance to the network is a common task of SNA. Centrality
measures are ways of representing this importance in a
quantifiable way. A node (or actor)’s importance is consid-
ered to be the extent of the involvement in a network, and this
can be measured in several ways. Centrality measures are
usually applied to undirected networks, with indices for di-
rected graphs termed prestige measures. The degree centrality
is the simplest way to quantify a node’s importance which is
used to consider the number of nodes it is connected to, with
high numbers interpreted to be of higher importance.
Therefore, the degree of a node provides local information of
its importance. For a review of SNA see Ref. 45.

As an example of an SNA, we analyze the data from
XWiki community over five years using data preprocessing

of the IRC chat archives so extracting the dynamics of the
XWiki community over time. Some of the challenges in-
cluded a chat format change towards the end of 2010 and
ambiguous names of a unique user (e.g., Vincent, VincentM,
Vinny, Vinz). Eventually names were fixed manually.
Figure 6 represents the visual rendering of the dynamics,
over time, of the community in terms of intensity and kind of
relationships between the different groups of actors (mainly
contributors and manager of the community), that can be
captured by community metrics such as degree of centrality.
The analysis has been performed using NodeXL (http:/
nodexl.codeplex.com) a tool and a set of operations for SNA.
The NodeXL-Network Overview, Discovery and Exploration
add-in for Excel adds network analysis and visualization
features to the spreadsheet. The core of NodeXL is a special
Excel workbook template that structures data for net-
work analysis and visualization. Six main worksheets
currently form the template. There are worksheets for
“Edges”, “Vertices”, and “Images” in addition to worksheets
for “Clusters,” mappings of nodes to clusters (“Cluster
Vertices”), and a global overview of the network’s metrics.
NodeXL workflow typically moves from data import through
steps such as import data, clean the data, calculate graph
metrics, create clusters, create sub-graph images, prepare
edge lists, expand worksheet with graphing attributes, and
show graph such as the graphs in Fig. 6.

Each of the social networks presented in Fig. 6 is char-
acterized by a range of measures such as the degree of cen-
trality of the various community groups. The dynamics of a
social network is reflected by a changing value of such
measures, over time. We call these, and other measures
derived from the OSS community, risk drivers. These risk
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2011
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2012

Fig. 6. SNA of the XWiki OSS community chats.

drivers form the raw data used in the risk assessment, in this
case of adopting the XWiki OSS. This data can be aggregated
continuously using specialized data collectors.

The data sources used in this analysis consisted of:

(1) Mailing lists archives:
e XWiki users mailing list: http://lists.xwiki.org/piper-
mail/users
e XWiki devs mailing list: http://lists.xwiki.org/piper-
mail/devs
(2) IRC chat archives: http://dev.xwiki.org/xwiki/bin/view/
IRC/WebHome
(3) Commits (via git): https://github.com/xwiki
(4) Code review comments available on GitHub
(5) Everything about bugs and releases: http://jira.xwiki.org

From this data and SNA measures, one derives risk drivers
that are determining risk indicators. Examples of risk indi-
cators include Timeliness (is the community responsive to
open issues), Activeness (what is the profile and number of
active members) and Forking (is the community likely to
split). These risk indicators are representing an interpretation

of risk drivers values by OSS experts. To link risk drivers to
risk indicators, the RISCOSS project developed a method-
ology based on workshops where experts are asked to rate
alternative scenarios. An example of such scenarios is pre-
sented in Fig. 7.

The risk drivers are set at various levels and the expert is
asked to evaluate the scenario in terms of the risk indicator.
As an example, in scenario 30 of Fig. 7, the scenario consists
of two forums posts per day, 11 messages per thread, a low
amount of daily mails and a small community with a high
proportion of developers, a med size number of testers and
companies using the OSS. These conditions were determined
as signifying low Activeness by the expert who did the rating.
After running about 50 such scenarios, one obtains data that
can be analyzed with BN, like in the alarm monitoring use
case. Such an analysis is shown in Fig. 8.

The BN linking of risk drivers to risk indicators is pro-
viding a framework for ongoing risk management of the OSS
community. It provides a tool for exploring the impact of
specific behavior of the OSS community and evaluate risk
mitigation strategies. For more on such models, see Ref. 15.

A B @ D E F Al Al AK AL AM AN

Risk Driver State 1| State 2 |State 3| State 4|State 5 29 30 31 32 33 34
Forum posts per day 0 1 4 9 12 10 2 5] 6 7 11
Forum messages per thread 0 1 4 9 19 14 11 9 19 16 4
Mail per day low medium [high medium [low low high medium |high
Overall community size small |medium |high low low low medium | medium | medium
Number of developers involved small di high high high high high high di
Number of testers (individuals providing small |medium |high high medium |high high low medium
feedback)
Number of companies using the software small |medium |high low medium |medium |medium |medium |low
Companies supporting the project (addingto | 1 i high high  |high |low  |high [low  |medium
code)
|Activeness 1 2 3 4 5 4 1 3 4 4 5

Fig. 7. Alternative scenarios for linking risk drivers to the Activeness risk indicator.
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[ 3V Overall_communit...

[high— 27{Ji]

low  40%] _
medium33%| | 7

| =
™ VNumber_of tester...|—

. [ YV Forum_posts per..|
high 497 I st below 1 4] |
low . 18% <2 1 2 5o \
medium33% ] | @325 0% I

4 |
3 \ s4 5 10 44% -
| |5 10wzl

29% ] - ) \

39%

high
low

I"\. .
\* / T [ Activenass
VNumber_of devel... A Statet 13% l]
3 Stata2 17%

high  45%(JF] >

low  26% State3 20% (Il
State4 25% [l
State5 15%] ] |

|. VMail_per_day

s1_below 1 19%

52 1 4 28%
53 4 up  53%[E
]
f
|
xhkx&x ,"I
e — ™Y VMumber_of comp...
¥ _ B
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—_— I|'_ — "low 35%
f i
L medium35% [l

Fig. 8. BN linking risk drivers to risk indicators.

3.3. Satisfaction survey from an airline company

The third case study is about a customer satisfaction survey
presented in Ref. 8. The example consists of a typical cus-
tomer satisfaction questionnaire directed at passengers of an
airline company to evaluate their experience. The question-
naire contains questions (items) on passengers’ satisfaction
from their overall experience and from six service elements
(departure, booking, check-in, cabin environment, cabin
crew, meal). The evaluation of each item is based on a four-
point scale (from 1= extremely dissatisfied to 4 = extremely
satisfied). Additional information on passengers was also
collected such as gender, age, nationality and the purpose of
the trip. The data consists of responses in n = 9720 valid
questionnaires. The goal of the analysis is to evaluate these
six dimensions and the level of satisfaction from the overall
experience, taking into account the interdependencies be-
tween the degree of satisfaction from different aspects of the
service. Clearly, these cannot be assumed to be independent
of each other, and therefore a BN analysis presents a par-
ticularly well-suited tool for this kind of analysis. For more
examples of BN applications to customer survey analysis see
Refs. 5 and 27. Figure 9 is a BN of this data constructed
using the Hill-Climbing algorithm with score functions AIC.
The proportion of customers expressing very high overall
satisfaction (a rating of “4”) is 33%.

In Fig. 10, one sees the conditioning of the BN on ex-
tremely dissatisfied customer (left) and extremely satisfied
customers (right).

The examples in Fig. 10 show how a BN provides an
efficient profiling of very satisfied and very unsatisfied cus-
tomers. This diagnostic information is a crucial input to
initiatives aimed at improving customer satisfaction. Con-
trasting very satisfied with very unsatisfied customers is
typically an effective way to generate insights for achieving
this goal. Like in the previous two examples, the BN con-
sidered here is focused on observable data. This can be ex-
panded by including modeling and latent variable effects.

For an example of latent variables in the analysis of a cus-
tomer satisfaction survey, see Ref. 17. For more considera-

tions on how to determine causality, see Sec. 2.

4. Sensitivity Analysis of Bayesians Networks

The three examples presented above shop how a BN can be
used as a decision support tool for determining which pre-
dictor variables are important on the basis of their effect on
target variables. In such an analysis, choosing an adequate
BN structure is a critical task. In practice, there are several
algorithms available for determining the BN structure,
each on with its specific characteristics. For example, the
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Table 1. BN with proportion of occurrence of each are in the bootstrap replicates.
hc-bic  hc-aic  tabu-bic  tabu-aic gs  iamb  fiamb  intamb  mmhc-bic mmhc-aic  rsmax tot
Booking Checkin 1.0 1.0 1.0 1.0 1.0 05 0.5 0.5 1.0 1.0 1.0 9.5
Cabin crew 1.0 1.0 1.0 1.0 0.0 00 0.0 0.0 1.0 1.0 0.0 6.0
Cabin departure 1.0 1.0 1.0 1.0 1.0 1.0 0.0 1.0 1.0 1.0 0.0 9.0
Cabin experience 1.0 1.0 1.0 1.0 0.0 1.0 1.0 1.0 1.0 1.0 0.0 9.0
Cabin meal 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 11.0
Crew booking 1.0 1.0 1.0 1.0 0.0 00 0.0 0.0 1.0 1.0 0.0 6.0
Crew departure 1.0 1.0 1.0 1.0 0.0 0.0 1.0 0.0 1.0 1.0 0.0 7.0
Crew experience 1.0 1.0 1.0 1.0 0.0 1.0 1.0 1.0 1.0 1.0 0.0 9.0
Departure booking 1.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 6.0
Departure checkin 1.0 1.0 1.0 1.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 7.0
Departure experience 1.0 1.0 1.0 1.0 0.0 1.0 1.0 1.0 1.0 1.0 0.0 9.0
Meal crew 1.0 1.0 1.0 1.0 0.0 00 0.0 0.0 1.0 1.0 1.0 7.0
Cabin booking 0.0 1.0 0.0 1.0 0.0 00 0.0 0.0 0.0 1.0 0.0 3.0
Crew checkin 0.0 1.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 4.0
Meal departure 0.0 1.0 0.0 1.0 00 0.0 0.0 0.0 0.0 1.0 0.0 3.0
Meal experience 0.0 1.0 0.0 1.0 0.0 1.0 1.0 1.0 0.0 1.0 0.0 6.0
Booking departure 0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0 0.0 0.0 1.0 5.0
Crew meal 0.0 0.0 0.0 0.0 1.0 1.0 1.0 1.0 0.0 0.0 0.0 4.0
Departure meal 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 2.0
Checkin booking 0.0 0.0 0.0 0.0 0.0 05 0.5 0.5 0.0 0.0 0.0 1.5
Checkin departure 0.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 0.0 0.0 1.0 4.0
Booking experience 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 2.0
Checkin experience 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 0.0 2.0
Checkin crew 0.0 0.0 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 1.0 1.0
Departure cabin 0.0 0.0 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 1.0 1.0

R package bnlearn includes eleven algorithms: two-scored
based learning algorithms (Hill-Climbing with score func-
tions BIC and AIC and TABU with score functions BIC and
AIC), five constraint-based learning algorithms (Grow-
Shrink, Incremental Association, Fast Incremental Associa-
tion, Interleaved Incremental association, Max-min Parents
and Children), and two hybrid algorithms (MMHC with score
functions BIC and AIC, Phase Restricted Maximization). In
this section, we present an approach for performing a sensi-
tivity analysis of BN, across various structure learning algo-
rithms, in order to assess the robustness of the specific BN,
one plans to use. Following the application of different
learning algorithms to set up a BN structure, some arcs in the
network are recurrently present and some are not. As a basis
for designing a robust BN, one can compute how often an arc
is present, across various algorithms, with respect to the total
number of networks examined.

Table 1 shows the impact of the 11 learning algorithms
implemented in the bnlearn R application. The last column
represents the total number of arcs across the 11 algorithms.
The robust structure is defined by arcs that appear in a ma-
jority of learned networks. For these variables, the link
connection does not depend on the learning algorithm and the
derived prediction and is therefore considered robust. For more
on this topic and related sensitivity analysis issues, see Ref. 8.

After selection of a robust network, one can perform what-
if sensitivity scenario analysis. These scenarios are computer

experiments on a BN performed by conditioning on specific
variable combinations and predicting the target variables
using empirically estimated network. We can then analyze the
effect of variable combinations on target distributions using
the type of conditioning demonstrated in Sec. 4. The next
section provides an annotated listing of various software
products implementing BNs.

5. Software for Bayesian Network Applications

(i) Graphical Network Interface (GeNle) is the graphical
interface to Structural Modeling, Inference, and
Learning Engine (SMILE), a fully portable Bayesian
inference engine developed by the Decision Systems
Laboratory of the University of Pittsburgh and thor-
oughly field tested since 1998. Up to version 2.0
GeNle could be freely downloaded from http://genie.
sis.pitt.edu with no restrictions on applications or
otherwise. Version 2.1 is now available from http:/
www.bayesfusion.com/ with commercial and academic
versions, user guides and related documentation.

(i) Hugin (http://www.hugin.com) is a commercial soft-
ware which provides a variety of products for both
research and nonacademic use. The HUGIN Decision
Engine (HDE) implements state-of-the-art algorithms
for BNs and influence diagrams such as object-oriented
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(iii)

@iv)

)

(vi)

(vii)

modeling, learning from data with both continuous and
discrete variables, value of information analysis, sen-
sitivity analysis and data conflict analysis.

IBM SPSS Modeller (http://www-01.ibm.com/soft-
ware/analytics/spss) is a general application for analytics
that has incorporated the Hugin tool for running BNs
(http://www.ibm.com/developerworks/library/
wa-bayesl). IBM SPSS is not free software.

The R bnlearn package is powerful and free. Compared
with other available BN software programs, it is able
to perform both constrained-based and score-based
methods. It implements five constraint-based learning
algorithms (Grow-Shrink, Incremental Association,
Fast Incremental Association, Interleaved Incremental
association, Max—min Parents and Children), two
scored-based learning algorithms (Hill-Climbing,
TABU) and two hybrid algorithms (MMHC, Phase
Restricted Maximization).

Bayesia (http://www.bayesia.com) developed proprie-
tary technology for BN analysis. In collaboration with
research labs and big research projects, the company
develops innovative technology solutions. Its products
include (1) BayesiaLab, a BN publishing and auto-
matic learning program which represents expert
knowledge and allows one to find it among a mass of
data, (2) Bayesia Market Simulator, a market simula-
tion software package which can be used to compare
the influence of a set of competing offers in relation to a
defined population, (3) Bayesia Engines, a library of
software components through which can integrate
modeling and the use of BNs and (4) Bayesia Graph
Layout Engine, a library of software components used
to integrate the automatic position of graphs in specific
application.

Inatas (www.inatas.com) provides the Inatas System
Modeller software package for both research and
commercial use. The software permits the generation
of networks from data and/or expert knowledge. It also
permits the generation of ensemble models and the
introduction of decision theoretic elements for decision
support or, through the use of a real time data feed API,
system automation. A cloud-based service with GUI is
in development.

Samlam (http://reasoning.cs.ucla.edu/samiam) is a
comprehensive tool for modeling and reasoning with
BN, developed in Java by the Automated Reasoning
Group at UCLA. Samiam includes two main compo-
nents: a graphical user interface and a reasoning en-
gine. The graphical interface lets users develop BN
models and save them in a variety of formats. The
reasoning engine supports many tasks including: clas-
sical inference; parameter estimation; time-space

ESCRI 1, 1630014 (2017)

tradeoffs; sensitivity analysis; and explanation-genera-

tion based on MAP and MPE.
(viii) BNT (https://code.google.com/p/bnt) supports many
types of CPDs (nodes), decision and utility nodes,
static and dynamic BNs and many different inference
algorithms and methods for parameter learning. The
source code is extensively documented, object-oriented,
and free, making it an excellent tool for teaching, research
and rapid prototyping.
(ix) Agenarisk (http://www.agenarisk.com/) is able to
handle continuous nodes without the need for
static discretization. It enables decision-makers to
measure and compare different risks in a way that is
repeatable and auditable and is ideal for risk scenario
planning.

6. Discussion

This chapter presents several examples of BNs in order to
illustrate their wide range of relevance, from expert opinion-
based data to big data applications. In all these cases, BNs
has helped enhance the quality of information derived from
an analysis of the available data sets. In Secs. 1 and 2, we
describe various technical aspects of BNs, including esti-
mation of distributions and algorithms for learning the BN
structure. In learning the network structure, one can include
white lists of forced causality links imposed by expert
opinion and black lists of links that are not to be included in
the network, again using inputs from content experts. This
essential feature permits an effective dialogue with content
experts who can impact the model used for data analysis.
We also briefly discuss statistical inference of causality
links, a very active area of research. In general, BNs provide
a very effective descriptive causality analysis, with a natural
graphical display. A comprehensive approach to BNs, with
application sports, medicine and risks is provided by the
Bayes knowledge project (http://bayes-knowledge.com/).
Additional example of applications of BNs in the context of
the quality of the generated information are included in
Refs. 23 and 29.
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