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Chapter	8:	model	selection

When	we	have	the	data	we	have	to	fit	this	guy	(grafico).	If	i	look	at	the	correlogram	i	got	an	idea	
of	the	data.

Simply	looking	at	the	correlogram	it	could	be	the	starting	point.	The	are	mean	0	but	they	are	not	
exactlly	0.	This	bar	checking	where	is	significant.	So,	the	first	step	is	to	attach	some	probability	
to	the	correlogram.	If	the	value	is	0,	this	guys	should	be	normalized.

Test	if	each	has	a	normal	distribution.	Square	root	in	the	variance	and	divide	it	to	the	square	
root.	And	compare	1.96	/	rad(T)	and	it's	exactly	what	we're	doing	when	we	are	testing.

"W"	graph	we	can	read	as	significant.	

This	test	goes	by	the	name	of	test	of	randomness.	It's	a	bad	name	for	a	test,	because	regard	if	
process	is	independent	process.	The	nice	thing	is	that	is	very	easy	to	implement.		

There	is	a	variation	of	this	test	that	is	very	interesting.

In	this	case	T	=	100.	So	i	have	to	check	if	my	autocorrelation	is	below	or	above.	I	have	24	hits	and	
one	of	the	is	insignificant.	I'm	doing	test	and	i	got	critical	value	of	0.196	i	will	have	5	%	change	
that	something	going	beyond	the	critical	value.		So	5%	accepting	something	that	i	don't	want.	If	i	
run	the	24	times,	i	aspect	there	is	one	hit.	1/24	is	not	a	surprise.	So	i	need	a	bit	of	flexibility	
reading	this	computer	output	of	the	autocorrelation.	There	is	an	easier	way.	
This	guys	s	not	certainly	and	independent	process	(Example	12.47)
There	is	a	way	to	aggregate	all	these	numbers	in	just	one	statistic.	Pretending	all	guys	are	from	
standard	normal.	CHI	square	1,2,3,4	to	12	summing	all	the	values.	I	can	consider	them	together	I	
aggregate	them,	i	squared	them	so	i	eliminate	the	sign	and	then	i	sum	them	to	get	a	chi	square	
1,2	to	12.	SO	instead	of	looking	them	individually	i	can	look	at	the	sum	of	the	square.	
This	test	is	called	Portmanteau	test	and	it's	a	test	useful	for	a	lot	of	situations.

How	do	i	choose	the	right	value?

This	is	a	convenient	model	to	look	at.	The	idea	if	i	want	to	find	out	p	and	q	i	have	to	think	a	little	
bit	more.	How	do	you	normally	choose	between	two	model?	Let's	make	an	example.	

Let's	start	with	and	example:

Even	when	fi2	should	be	0,	the	estimate	wouldn't	be	zero	because	the	estimate	is	a	random	
variable	with	a	normal	distribution.	It	will	be	very	close	to	0.	

How	we	will	choose	FI1	and	F2?	In	the	way	to	get	the	min	of	sums	squares.	We	can	do	it	
numerically	and	focus	on	the	fat	that	is	a	function	of	FI1	and	F2	with	a	three-dimensional	
parameter.	We	could	just	think	all	possible	value	for	F1	and	F2.	This	procedure	many	times.	We	
choose	our	estimate	as	the	pair	that	give	us	the	low	value	of	this	pairs.	Than	after	we	got	all	best	
value	of	FI1	we	got	the	minimum.	
FI2	estimates	that	is	-0.1,	is	better	than	having	0	as	estimates.	Lower	Mssquare	with	0.1	instead	
of	0.	With	probability	1	is	lower	than	the	best	possible	AR(1).	The	answer	is	bigger	aumentando	
il	numero	di	regressioni.	

I	estimate	the	bigger	model	and	i	test	in	this	example:	i	estimate	the	AR(2)	and	i	estimate	FI2	==
0.	If	the	estimation	of	FI2	is	not	significant	i	will	go	with	the	AR(1)	model.	This	works	well	on	
regression.	We'll	be	able	to	compare	them,	but	how	versus	MA(2)??	

MA(2)	Yt	=	Eps	+	theta1	epst-1	+	theta2	Epst-2

The	argument	before	is	i	can	test	and	check	if	parameter	is	0.	It	works	when	i	test	AR(2)	with	
AR(1).	But	can	i	compare	AR(1)	to	MA(2)?	There	is	no	way	to	restrict	the	parameter	of	AR(1)	and	
get	the	model	of	MA(2).	SO	this	model	are	not	comparable.	So	this	works	when	the	model	are	
comparable.	This	is	called	nasty.	So	ARMA	models	cannot	be	compare	is	they	are	not	
comparable.	

There	is	an	information	of	the	like	hood.	I	cannot	check	the	like	hood	of	MA	and	AR.	Like	hood	
would	be	higher	in	the	case	of	AR(2)	between	AR(1).	We	will	compare	the	maximize	like	hood	ad	
we	will	think	that	the	bigger	model	has	an	advantage:	lower	Min	of	sums	square	and	bigger	like	
hood.	And	that's	is	presented	on	this	Slide:

ARMA(p,1)	and	ARMA(p+1,	q)	will	have	more	like	hood	

We	have	two	penalties	possibilities.	Akaike	information	criteria	and	Bayes	information	criteria.	

If	we	go	to	the	example	Z	and	verify	this	procedure:

AR(1):	as	i	increase	like	hood	increasing	the	penalty.	
I	can	do	it	for	all	the	model	and	parameters.	This	procedure	makes	me	compute	10	model	
instead	of	computing	every	value.	Lowest	value	is	280	but	now	the	best	for	the	like	hood.	

When	we	look	at	these	SLIDE	with	numerical	examples	we	wouldn't	normally	do	that.	We	
understand	how	to	compute	AIC	and	BIC.	There	is	one	problem:	if	i	have	both	AIC	and	BIC	gave	
me	same	number,	but	if	i	have	different	model	and	numbers?	Every	choice	will	be	good,	but	we	
will	never	do	it	in	practise.	We	will	have	a	process	that	will	calculate	this	criteria.	If	i	have	
something	that	given	me	wo	different	answer	how	do	i	choose?	I	can	choose	thanks	to	this	
information	criteria.	The	BIC	five	a	consistent	estimation	for	p	and	q	which	means	that	if	i	have	a	
very	large	sample	the	BIC	will	return	the	right	value	of	p	and	q	but	the	AIC	will	not.	If	large	
samples	will	select	a	model	that	is	bigger	than	it	needs	to	be.	I	will	always	choose	for	BIC	then.	
But	if	i	ho	for	AIC	is	equally	fine	but	BIC	works	better.	

We	find	two	ways	to	find	p	and	q.	But	what	is	the	value	of	p	and	q	that	i	really	want	to	use?	I	
want	to	use	the	p	and	q	to	simplify	the	model	to	get	the	best	forecast.	And	something	we're	
better	of	simplify	the	model.	

EXAMPLE

I	will	have	the	variance	of	the	errors.	The	more	parameter	we	estimates	the	more	variance	we	
stick	in	the	model.	So,	estimates	a	model	that	is	bigger	will	increase	variance	for	no	reason.	

I	estimate	model	with	AR(1)	and	i	get	0.747	and	i	will	make	a	forecast.	If	i	have	AR(2)	i	got	0.729	
and	is	not	good	as	the	AR(1)	in	this	particular	example.	Run	the	forecast	and	the	forecast	for	
AR(1)	is	-0.93	and	AR(2)	-0.94	and	the	forecast	for	the	smaller	is	better.	How	many	parameter	i	
want	to	estimates?	Not	so	many	because	the	more	i	have	the	more	is	the	variance!	Don't	go	
past	the	MA(2).	But	this	is	just	one	experiment.	If	i	do	it	1000	times

Let's	look	at	this	example.

The	AR(1)	is	too	small,	so	it	bound	to	not	to	be	consistent	becuase	impose	thewrong	value	for	
FI2.	But	if	we	run	the	race	the	AR(1)	has	a	better	forcast.	Why	is	that?	Aldthoguht	FI2	is	0.1	and	
for	AR(1)	we	stick	0.	SO	the	price	of	having	FI2	=	0	is	lesser	than	the	incresing	the	variance	during	
the	estimations.	

Another	example

FI		=	-0.55	and	Theta	=	0.45

The	simplify	win	in	sense	of	having	a	better	forecast	and	a	better	version	of	the	forecast.	

This	example	show	that	not	only	getting	a	model	small,	but	also	a	model	that	is	really	smaller	
than	the	real	p	and	q.	Smaller	model	tends	to	perform	better	than	bigger	ones.	So	when	i	go	
back	and	i	comparing	the	Bayes	tends	to	get	a	smaller	example.	This	means	that	it	will	going	to	
get	the	better	forecast.	

We	call	this	model	Parsimonious	model,	because	we	have	to	be	parsimonious.	

Last	thing:	suppose	that	i	look	at	series	Z	and	i	look	it's	an	MA(2)	and	i	got	estimate	and	select	
model	using	criteria	and	so	i	estimate	the	model	and	i	get	the	MA(2).	This	could	be	the	end	of	
the	story	but	we	want	the	model	to	be	small.	The	estimate	of	Eps	(model	validation).

BIC	and	AIC	is	an	estimation	but	there	is	not	optimality.		The	test	is	takin	this	Eps	and	throw	
them	in	the	Portmanteau	statistic.	The	final	step	is	taking	the	residuals,	calculate	autocorrelation	
and	then	compute	the	Portmanteau	statistic.	
EXAMPLE

This	backward	test	seals	the	estimation	procedure.	We	check	with	the	test	at	the	end.	
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