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Random	variables,	
We	have	seen	the	concept	of	probability	space.	Now	we	have	in	some	way	to	represent	the	outcome	of	our	experiment.

Definition:	a	real	random	variable	(r.	v)
Is	a	function	X	:	Omega	-->	|R.
In	general	this	mean	that	X	is	associating	a	number	to	outcome	of	our	experiment.	

It	may	happen	that	in	reality	the	possible	value	that	we	consider	is	finite	or	countable.	
Or
X:	Omega	-->	|N	U	{	0	}
So	only	integers	or	a	subset	of	|N.	We	consider	also	0.

The	outcome	of	the	experiment	maybe	is	not	a	number,	but	we	can	always	associate	2	number	to	the	two	outcomes.	

Example	of	events	can	be:
A	=	{	X	<=	4.7	}	=	{	w	app	Omega	such	that	X(w)	<=	4.7	}
Taking	to	account	that	X	is	a	function	this	notation	mean	this	is	the	set	of	all	the	element	of	the	probability	space.	

B	{	X	is	even	integer	}	=	{	0,	2	,4	,6	… }

Def.	We	say	that	two	random	variable	X	and	Y	are	independent	
If	any	event	Ax	(related	only	with	x	and	any	related	only	with	y)	satisfy:
P(Ax	inter	By)	=	P(Ax)	*	P(By)
This	is	the	definition	of	two	independent	events.	

X1,	X2,	…,	Xk	are	intendent	random	variable	if	called	Ai	an	event	related	with	Xi	only,	we	have	
A1,	…,	Ak	are	indepedent

Now	we	have	to	define	what	is	a	distribution	of	a	r.v.	We	are	never	sure	of	the	outcome	of	the	experiment	(they	are	random)	what	can	make	a	congecture	is	the	
distribution	of	the	random	variable.

Def.
If	X	is	a	real	r.v.	then	the	distribution	mux	of	X	is	the	probability	measure	on	|R	satisfying:
Mu(Ax)	=	P(X	app	Ax)	∀"# related	with	X
[Mu	of	Ax	is	the	probability	that	X	belongs	to	AX	for	any	Ax	event	related	with	X]
The	distribution	telling	us	the	prob	of	any	possible	event	relate	with	the	r.v.	can	be	realized.

Def.
The	cumulative	density	function	(cdf)	of	a	r.v.	X	is	the	function	
Fx	(y)	=	P(	X	<=	y	∀ y ∈ |R

Another	Function	is	not	always	continuing

X:	Omega	-->	S	=	{	s1,	s2,	…,	Sk}

)=	()1,	…,	)k)
)i	=	P(X	=	Si)

The	prob	of	all	possible	outcome	of	an	experiment,	we	just	have	to	sums	the	probability	we	measure.	
Discrete	r.v.:	assuming	a	finite	or	countable	number	of	values

If	X	:	Omega	-->	|R,	X	is	a	CONTINUOUS	RANDOM	VARIABLE
So	this	is	the	difference

The	probability	of	all	outcomes	should	sum	up	to	1.

Def.	
A	sequence	X1,	X2,	X3,	…	of	r.v	is	said	to	be	independent	identical	distributed	(IID)	if:

They	are	independent	1)
The	CDF	of	the	r.v	is	the	same	(Same	distribution	) rappresented	with	the	CDF)2)
Fxi (y)	=	^F(y)		∀y, ∀i

If	they	are	IID	we	are	in	a	good	position	because	we	have	a	lot	of	theorems.	

Imagine	X1,	X2	…	represent	as	a	process	{Xn}	n	app	|N	so	n	is	a	integer.	
This	sequence	is	called	STOCHASTIC	PROCESSES define	by	a	continuing	process.
{Xt}	t	app	|R	

When	we	observe	the	time	series	they	are	dependent	but	also	not	IID.

We	will	face	the	problem	what	is	a	stochastic	Markov	chain	which	a	type	of	stochastic	process.	They	are	
not	dependent	but	conditional	on	the	past.

When	we	deal	with	finite	r.	v.	we	just	list	the	probability	of	the	outcome.	
We	say	that	X	is	a	continuous	r.v.	not	only	if	it	takes	value	in	|R	but	if	exist	a	function	fx(x)	
Fx:	|R	-->	[	0,	+infinity	)	such	that	the	cumulative	density	fucntion	of	our	r.v	can	be	represent		as	the	
integral	:

fx:	Probabilty	densisty	function	(PDF)

Ex.

Any	distribution	depended	on	the	first	two	moments:	variance	an	expected	value.

Def.	The	expected	value	or	mean	of	a	r.	v.	X	is:
If	X	is	discrete,	taking	values	in	M		⊆|N
E(X)	=	∑ x/ P ( X =  x/) =  ∑ x/
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If	X	is	a	continues	with	PDF	fx(x)

E(x) = : x f(x)dx
=

>=

If	we	have	X1,..,	Xn	iid	with	E(X/) = µ
We	can	estimate	(approximate)	µ with
XB  = C

D
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Low	of	large	numbers
If	X1,	X2,	… is	an	iid	sequence	of	r.v.	having	all	the	same	mean	(E(Xi)	=	µ and	µ < +∞ )
Then	P(XBn --> µ )	=	1

n-->	∞
XBn --> µ almost surely

Def.	The	variance	of	a	r.v	X	is	defined	as	
Var(X)	=		E	[	(X	- E(X))2]
Then:

If	X	is	discrete,	taking	values	in	M	⊆ Na)

STU(V) =  W (x/ −E(X))Y P(X = xi) 
�
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b)	if	X	is	continuos	with	PDF	fx(x)

X1,	..	Xn	iid	with	Var	(Xi	=	sigma^2
Estimator	of	sigma^2:	sample	variance	(unbiased)
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